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ABSTRACT

We examine the relationship between political uncertaamg R&D investment by exploit-
ing the timing of U.S. gubernatorial elections as a sourcglaidisibly exogenous variation in
uncertainty. In contrast to the literature documentingatieg effects of political uncertainty
on real investment, we find that uncertainty over governnpaticy encourages firm-level
R&D. Firms increase R&D investments by an average of 4.6%enten years relative to
non-election years. The uncertainty effect is strongerattyhcontested elections, in politi-
cally sensitive and hard-to-innovate industries, and mdisubject to higher growth options
and greater product market competition. Our findings sugges as predicted by models of
investment under uncertainty, the real effects of politisecertainty depend on the properties
of the investment and the degree of product market competénd therefore the total effect
of political uncertainty on the long-run growth of an econoimunclear.
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1. Introduction

A recent literature has documented that political uncetyahas adverse real effects on the
economy. Drawing on real options theory of investment ersibility, the standard argument is
that uncertainty exerts a strong negative effect on capitestment by increasing the value of
waiting to invest. The negative relationship between vwaimeasures of political uncertainty and
fixed investment have led researchers to conclude thatpokders should be mindful of the dam-
age that lengthy debates about policy may inflict on the esgynddowever, not all investments
are expected to decline with increased uncertainty. Fanei& some investments, such as R&D,
may respond differently to uncertainty because of its lomgtto-build and high technical uncer-
tainty (e.g., Grossman and Shapiro (1986), Pindyck (1928]),Bar-llan and Strange (1996)). In
this paper, we use panel data on individual firms to provideehand causal empirical evidence
on how uncertainty affects both the level and the timing ofIR&vestment. Using the quasi-
natural experiment created by the U.S. gubernatorialielestover the 1976 to 2013 period as a
source of plausibly exogenous increase in political uadety, we show that heightened political
uncertainty about government policies indeed encouragesfR&D investment in anticipation
of the growth options that provide the ability to expand ie thture. This finding implies that the

long-run implications of political uncertainty are unalea

A large body of theoretical literature has investigateddffect of uncertainty on investment.
However, different theories emphasize different chanmsese pointing to a positive relationship
and some to a negative relationship. The theoretical irafdios of uncertainty on investment are
ambiguous. The real options models establish that incdeaseertainty depresses current invest-
ment by emphasizing that the interaction of capital irreN@lity and uncertainty generates positive
option value to defer investment (e.g., Bernanke (1983)Ddfwald and Siegel (1986), Dixit and
Pindyck (1994)). The idea is simple: by deferring the proge keeping the option alive, the firm
incurs a loss of current profits but may avoid costly mistakevhiting for additional information

about the uncertain future. Thus, deferring (partly) digs®uncertainty. Uncertainty increases the
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value of the deferring option thereby making it optimal tsfpmne investment. R&D investment
is highlighted in this literature as a particularly relevarample of extremely irreversible capital
with costly adjustment because R&D is often project-speeifid a substantial part of R&D sup-
ports the salaries of research personnel (i.e., sciematigteengineers) and cannot be recouped if
projects fail (e.g., Grabowski (1968) and Dixit and Pindyt®894)). In this case, the adverse effect

of uncertainty on R&D, therefore, is likely to be more sevran on other types of investment.

While the real options literature emphasizes that adjustiemsts and partial irreversibility may
cause firms to defer R&D investment in the face of heightemegtiainty, subsequent theoretical
research has explored several other mechanisms that ntiagtr@$irm’s ability to wait and lead to
early investment. The uncertainty-investment sensjti@iso depends on the type of uncertainty.
Pindyck (1993) and Bar-llan and Strange (1996) show tha¢mainty over the difficulty and the
duration of completing a project drives the firm to launch R&@oner, because R&D projects’
high technical uncertainty and long research duration balldissolved, not by waiting but only
by finishing the project. In fact, the theoretical rationfleearly investment under uncertainty is
explained by the “good vs. bad news principle” emphasize@ii{il961), Hartman (1972, 1976)
and Abel (1983), who highlight the fact that firms can expaméxploit good news and contract
to insure against bad news, making them potentially riskisgen an uncertain environment. An
additional channel through which uncertainty can potdgtepur R&D is emphasized in Bloom
and Van Reenen (2002), who analyze patents as options. Astpgtrovide the firm a legal
right to prevent imitation and discourage entrants in thedpct market, investment in R&D that
eventually gets embodied in a patent can be (at least pgrtiatouped by selling the intellectual
property rights. This partially offsets the irreversityilof R&D investment and leads to sooner
R&D investment under uncertainty. In this case, filing a patan be viewed as acquiring a

reversibility option on R&D investment.

Another key feature of R&D investments is that they canndtddd independently of strategic

considerations. For example, Kulatilaka and Perotti (1388/elop a strategic growth options



model to show that under imperfect competition, increaseckertainty may encourage current
investment in future growth options. They consider anahitivestment under uncertainty as the
acquisition of future growth options, which allow the firmtake competitive advantagﬂS/.Veeds
(2002) considers a real options model with R&D competitiod &inds that uncertainty leads to
early investment when the expected benefit of preemptiowaighs the option value of delay.
The idea is that due to the threat of preemption induced [ategtic rivalry, a firm fears that a

competitor may seize an advantage by acting first.

Such ambiguities on the theoretical rationale of the effe€tuncertainty on R&D investment
invite empirical modelling. However, estimating the etepredicted by these theories has proven
challenging due to the difficulty both of measuring uncertiaand of establishing causality. The
relatively sparse empirical literature on this issue findly enixed results. Minton and Schrand
(1999) use cash flow volatility as a proxy for uncertainty @tbfuture cash flows and find that
firms with higher cash flow volatility invest less in R&D. Gaeid Ram (2001) consider a panel of
OECD countries to show that inflation rate uncertainty tandsduce aggregate R&D investment.
Using cross-sectional data on German manufacturing firrsgyias of papers by Czarnitzki and
Toole (2007, 2011, 2012) document that current R&D invesirfedls as uncertainty about sales
of new products increases. While the finding of a negativatiaiship between firm-specific or
macro-based measures of uncertainty and R&D investmenhsistent with the existence of real
options, those realized (or backward-looking) measurasoértainty raise a number of identifi-
cation issues which call into question the reliability oé tfinding. The first is that of an omitted

variable bias. It is possible that an unobservable factorlmescausing changes in both uncertainty

LA firm’s competitive advantages can take many forms. As goiout by Barney (1991), a firm is said to possess a
competitive advantage when it is implementing a value argatrategy not simultaneously being implemented by any
current or potential competitors. In this regard, R&D doedlwo generate a firm’'s competitive advantages, because
the outcomes of R&D are valuable, unique and difficult to &mdtand substitute (e.g., Porter and Millar (1985),
Barney (1991), Lengnick-Hall (1992) and Amit and Schoemdk893)). Importantly, R&D is a critical input in
innovation and this literature considers firm’s innovatamtivities as the cornerstone of their competitive advgesga
The technological change induced by R&D significantly ims@s the productivity and boosts endogenous growth for
firms (e.g., Arrow (1962), Hall (2002), Bond et al. (2003), Gtattan and Prescott (2009, 2010) and Holmes et al.
(2011)). This strategic benefit of R&D investment is morerqmanced under a competitive environment in which the
value of growth options easily expire.



and firm R&D investment. A second issue is that of a possiblerse causality. For example, the
decision to undertake a risky R&D investment project masoitice elevated uncertainty over the
firm’s future stock returns and/or cash floglztn attempting to address these endogeneity issues,
Stein and Stone (2013) use firms’ exposure to exogenougivasan energy and currency option-
implied volatility derived from firms’ equity options as amstrument for firm-specific uncertainty,

finding that uncertainty is positively correlated with R&Bvestment.

In this paper, we overcome these empirical challenges liging explicitly forward-looking
and long-term measure of political uncertainty, createthieyU.S. gubernatorial elections, to ex-
amine its likely economic impact on R&D investment in a laggenple of U.S. publicly listed
firms. Specifically, we exploit the quasi-natural experitmepated by the U.S. gubernatorial elec-
tions over the 1976 to 2013 period as a natural source of iplguexogenous shocks in political
uncertainty. We define political uncertainty as the uneetyaregarding the election outcomes
and government policies. We study political uncertaintyhie timing of U.S. gubernatorial elec-
tions for a number of reasons. First, elections of state igmre have implications for corporate
decisiong State governors have substantial power in influencing-#tatd policy-making (e.qg.,
Peltzman (1987) and Ang and Longstaff (2012)). During theetdn process, politicians with
likely different policy preferences are elected. Thus, eyulatorial elections introduce political
uncertainty about state leadership and almost all sorttaté government policies such industry
regulation, fiscal, monetary and trade policy and taxatioany directly or indirectly affecting

firms’ R&D decisiong Second, the timing of gubernatorial elections is exogelyalstermined

2There has been criticisms that the choice of volatility mcktreturns may be unsuitable as a proxy variable for
uncertainty. For example, Shiller (1989) and Schwert (138@gest that the volatility in stock market returns may
be driven by speculative bubbles as much as by fluctuatioesanomic fundamentals. Further, Kothari, Laguerre
and Leone (2002) provide empirical evidence for reverssaléty by showing that investment can lead to heightened
uncertainty, and Minton and Schrand (1999) explicitly ig@iae that their results are particularly susceptible tt-cr
cisms related to endogeneity issues and omitted correlatéables, as volatility is only a choice variable chosen as
one of several joint managerial decisions.

3A growing literature has documented that firms face politicecertainty before elections. See, for example, Julio
and Yook (2012, 2014) and Gao and Qi (2013) for surveys.

4According to the 2014 Global Innovation Index report, podit stability and government effectiveness under the
political environment category are rated as the top two nmflstential factors in affecting innovation activities. &e
https://ww. gl obal i nnovationindex. org/userfiles/file/reportpdf/G1-2014-v5. pdf|for details.


https://www.globalinnovationindex.org/userfiles/file/reportpdf/GII-2014-v5.pdf

by law and not affected by general economic conditions. gJgirbernatorial elections as a source
of political uncertainty mitigates endogeneity concetmet thanges in R&D investment may be
caused by changes in business cycles or state economidioasdiThird, unlike U.S. presiden-
tial elections, gubernatorial elections in different esabccur in different years, which provides us
both cross-state and time-series variation in the timingudfernatorial elections to test our main
hypothesis. Finally, focusing our analyses on U.S. firmslar&lgubernatorial elections helps to
alleviate concerns that omitted variables could lead taiaigps association between R&D invest-
ment and political uncertainty, because U.S. firms locatelifferent states share the same national
political business cycles, have similar constraints ireastg capital markets, and share common
cultural norms. Additional discussion on the appropriagmnof using gubernatorial elections as

the proxy for political uncertainty is provided if &P.1.

We hypothesize that increased political uncertainty algovernment policies is an important
determinant of a firm’s decision to engage in R&D investmarglection years. The real option
models predict a reduction in the level of R&D investmenthie face of political uncertainty,
but with two competing firms, the fear of rival preemption n@agate valuable growth options
on R&D investment that dominate uncertainty’s discourgggffects due to irreversibility. In this
sense, each firm would like to engage in preemptive R&D imaest to generate growth options
just before its rival, leading to early investment. As dissed earlier, such growth options are
particularly meaningful for investment in R&D programs tonumber of reasons. Thus, we expect
that, contrary to common beliefs, political uncertaintpabgovernment policies may encourage
firm’s preemptive R&D investment, in anticipation of the gib options that provide the ability
to expand in the future. We also examine whether the spikkeatien year R&D spending has an

impact on firms’ patent-based innovation performance atdba election cycle.

The spike in election year R&D investment due to rival pretwepeffects can be illustrated
with a simple model in the spirit of Kulatilaka and Perottt@B) and Weeds (2002). Suppose that

in a given gubernatorial race, one candidate is likely tgpsupinnovation in the renewable energy



industry, while the other candidate may prefer innovatiothie traditional energy industry. Right
before the election, two competing energy firms located endhme state are choosing between
spending their R&D dollars in either renewable energy itguer traditional energy industry.
The R&D projects are costly to reverse and the likely winniethe election is hard to predict.
According to the real options theory of investment underemtainty, the two firms may prefer to
defer their R&D investment decisions until after the electivhen political uncertainty is resolved
and the new energy policy is observed. Given the close litkwden R&D and firm competitive
advantages as discussed earlier, a key feature of R&D meggs, however, is that they cannot be
held independently of strategic considerations. When pi®is of waiting are held by a small
number of competing firms with a significant advantage to leefitist mover, the cost of waiting
could be high and each firm’s incentive to wait is eroded bythineat of rival preemption, leading
to early investment. Such rival preemptive effects arei@adrly relevant for investment in R&D
programs, because the outcome of R&D is valuable, uniqueddficlilt to imitate, which has a
sufficient ability to discourage entry or rivals’ R&D invesénts. Although the election outcome
is uncertain, the two competing energy firms may still pretvefy choose to make their R&D
investment decisions in either one or both of the energystraks, in anticipation of the growth
options that provide the ability to expand in the future. sTisi particularly the case when the two
energy firms firms are racing to be the first to patent a new idedewelop a new product in a
market niche that is only large enough for one prochIne higher the political uncertainty, the

greater the fear of rival preemption, and the more likely $itane to engage in R&D investment.

We start our empirical investigation by examining whethleargyes in political uncertainty
leads to changes in firms’ R&D investments around the eleatiele. We do so by exploiting

the quasi-natural experiment created by the U.S. gubertabtdections over the 1976 to 2013

5This is also consistent with the “Oi-Hartman-Abel” effedghlighting the fact that firms can expand to exploit
good outcomes and contract to insure against bad outcormasngnthem potentially risk seeking in an uncertain
environment. Because firms can abandon, not necessartlgsslyg, the firm’'s loss in bad states (i.e., betting on the
wrong energy policy) is bounded below. However, in goodestdi.e., betting on the right energy policy), the firm’s
expected profit could be unconstrained if its R&D effort gatsbodied in patents.



period as a source of plausibly exogenous variation in ipalituncertainty. Our main results
are striking. We find that, controlling for changing firm cheteristics and state macroeconomic
conditions, firms’ R&D intensities, defined as the ratio of R&xpenditure to total assets, increase
by an average of 4.6% in election years, relative to the rectien year average across all firms.
This suggests that increased political uncertainty rdl&teslections may indeed encourage firm
R&D investments in election years, which is consistent wittheoretical literature emphasizing
that when investment has strategic value, growth optiodsstnategic preemption may dominate
uncertainty’s depressing effects on R&D and drive the firmlatanch R&D projects earlier in
the face of political uncertainty. The results are robustaisous empirical specifications, various
measures of R&D intensities, a placebo (falsification)west randomly generated election events,
and various susbsamples. In addition, our overall inferémanchanged when we move from OLS

estimation of a static model to estimation using the dyna&M panel estimator.

Our identification strategy behind the primary results asssithat political uncertainty is on
average higher in election years relative to non-electeary. While this seems to be a reason-
able assumption, there is some concern for possible recatsality in this estimation. In order
to establish causality and cross-validate our main hymiheve further exploit variations in the
degree of political uncertainty induced by elections aradrtlikely economic impact across states
and over time. The impact of electoral uncertainty on R&Dwdt@lepend on both the predictabil-
ity of an election’s outcomes and the probability that a @oBhift will occur. Hotly contested
elections introduce exogenous shocks and can be viewedtasf®xies for political uncertainty.
(e.g., Snowberg, Wolfers and Zizewitz (2007)). The ide&h& totly contested elections entalil
more uncertainty about the eventual winner and future paid therefore are associated with a
higher degree of political uncertainty, which in turn causgyreater spike in election year R&D.
Following Julio and Yook (2012) and Jens (2013), we measoitly bontested elections using vote
difference and term-limit expiration, which we describel@tail in subsection 3.2. Consistent with

the prediction, we find that the positive effect of politiceicertainty on R&D intensity is mainly



driven by hotly contested elections in which the electoralartainty and competition are likely to
be high. Although our identification strategy is less vustide to potential reverse causality, this
finding further helps strengthen the causality that indegd from political uncertainty to R&D,

further confirming the main hypothesis.

Political uncertainty is not the only economic channel tigio which firm’s R&D investment
can be affected around the timing of gubernatorial elesti@®tarting from Nordhaus (1975) and
Rogoff (1987), models of political business cycles argus thcumbents may opportunistically
adopt expansionary fiscal and monetary policies to genknatanemployment rate and high eco-
nomic growth before elections, in order to appease votatsramease chances of being re-elected.
Under this scenario, our results may merely reflect the paaigroughs of the political business
cycle. For example, they might reduce state taxes and isengablic expenditures, which may
also contribute to the election year spike in R&D investmd@ritus, the political business cycles
hypothesis predicts that average economic activity shbalfligher just prior to the election. If
the opportunistic political business cycles hypothedilseddriving force behind our main findings,
we expect to see that the election year increase in R&D shmmildss pronounced term-limited
elections in which incumbents are ineligible for re-elestand are supposed to have little incen-
tive to manipulate firm investment to influence election outes. To directly test the opportunistic
political cycle hypothesis, we distinguish elections inethincumbents are eligible for re-election
and elections in which incumbents face term limits. We firat thhere is a even larger increase
in R&D investment before term-limited elections. A largecliease before term-limited elections
is thus consistent with the political uncertainty hypotedsit not the hypothesis that firms are

manipulating investment.

It is well known that the Democratic and Republican partrethe U.S. political system have
different political agendas that influence economic outesm@nd corporate activities differently.
In terms of R&D policy, Democrats tend to engage in specifientifiable goals, such as safe and

clean energy, to foster innovation. In contrast, RepuhBqgarefer to create the general conditions



and incentives to encourage innovation in many areas. Fonpbe, they may prefer low corporate
taxes, tax incentives for R&D performance, and free tragemes to encourage innovation, while
eschewing subsidies for specific technologies and sedfaitsirf and Hill (2013)). As such, a nat-
ural question that follows is whether incumbent’s partyliation (i.e., Republican vs. Democrat)
alters the patterns of R&D around elections. To addresgjtiestion, we explore the interactions
between political uncertainty and political regime andreie how such interactions affect firm’s
R&D investment. Consistent with an increase in politicatemainty stimulating firm’s R&D in-
vestment, we find that the increasing pattern in R&D is onlspnt in election years where the
political uncertainty is supposed to be high, but doesni$tdr post-election years once political
uncertainty is resolved. While incumbent Republican regisnon average associated with more
R&D overthe entire sample perigdve find little evidence that political regimes affect the B&

sensitivity to political uncertainty around the electiortie.

There are firm characteristics that should result in firmadpparticularly sensitive to increases
in political uncertainty. We expect that the election yearease in R&D is more pronounced for
firms operating irpolitically sensitive industriedecause these firms are more likely to face regu-
latory changes that affect their business operations arpbrate decisions (Kostovetsky (2009)).
Consistent with the expectation, we find that politicallpsiéve industries have approximately
a 15.0% increase in R&D intensities in election years, wisilégure is only 2.4% for other in-
dustries. These results support the view that firms opeyatipolitically sensitive industries are

particularly sensitive to increases in political uncertgi

To better understand the economic mechanisms behind our n@sults, we further conduct
several cross-sectional tests to exploit settings whezeptsitive effect of political uncertainty
on a firm’s R&D intensity is predictably larger. We first cothar rival preemption. The R&D
project’ value will be greatly destroyed when a competitompletes the similar product first,
especially in competitions for patents (e.g., Weeds (200Bhus, the positive effect of political

uncertainty on R&D is expected to be especially strong fondisubject to a high level of product



market competition. We then consider growth options, wipabvide firms the ability to expand
the “upside potential” in the future (e.g., Kulatilaka aneri®ti (1998) and Pindyck (1988)). To
the extent that R&D investments generate potential growtions, we expect that under imperfect
competition, firms with higher growth options have strorigeentives to preemptively invest in the
election year R&D in order to maintain and enhance their cetitipe advantages over competitors
in the future. Also, R&D projects’ high degree of technicataertainty and long time-to-build may
create valuable call options on investment that outweigtertainty’s discouraging effects due to
irreversibility and in turn lead to early investments (e@rossman and Shapiro (1986), Pindyck
(1993), and Bar-llan and Strange (1996)). Building on thisiition, we expect that the election
year increase in R&D is larger for firms operating in hardroevate industries in which R&D
projects’ technical uncertainty tends to be high and thelpecbdevelopment cycle is usually long.
Consistent with the theoretical literature predicting #raincrease in uncertainty stimulates R&D
investment, we find that the positive relation between paliincertainty about future government
policies and firms’ R&D intensities is strongest in subsasif firms that: (1) face greater product
market competition, (2) have higher growth options (e.gghtQ and high-tech firms), or (3)

operate in hard-to-innovate industries.

Our study timely contributes to the wide debate over the whpé uncertainty on both the
level and the timing of R&D investment. On the one hand, déife theories emphasize different
channels, some pointing to a positive relationship and stnee negative relationship. On the
other hand, existing empirical evidence on this issue ipr&ingly little and also mixed, due
to the difficulty both of measuring uncertainty and of esstbhg causality. In this paper, we
revisit the relationship between uncertainty and R&D et by exploiting the quasi-natural
experiment created by the U.S. gubernatorial electionstbee1976 to 2013 period as a source of
plausible exogenous increase in political uncertaintynt€oy to conventional wisdom drawing on
real options theory, we find novel and causal empirical ewidethat political uncertainty indeed

encourages firm R&D investment in election years. This isstgiant with a theoretical literature
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emphasizing that when investment has strategic value,tgroptions and strategic preemption
may dominate uncertainty’s depressing effects on R&D anekdine firm to launch R&D projects
earlier in the face of uncertainty. To establish causality,use term-limited elections in which
incumbents are ineligible for re-elections to test agaihstalternativepolitical business cycles
hypothesigxplaining the changes in R&D investment around electidvs find no evidence that

this hypothesis is operating in our sample of firms.

The paper also increases our understanding of the driversrpbrate innovation. On the in-
novation input side, prior studies have examined how cafgdR&D investment is influenced by
a firm’s industry (Scherer (1984) and Beck and Levine (20@@))porate strategy (Baysinger and
Hoskisson (1989), Hoskisson and Hitt (1988) and Baysingak. €1991)), institutional ownership
(Baysinger et al. (1991), Graves (1988) and Hansen and14i91)), internal and external finance
(Himmelberg and Petersen (1994), Brown et al. (2009) anddthal Lerner (2009)), CEO charac-
teristics (Barker and Mueller (2002), Coles, Daniel and &&av(2006) and Hirshleifer, Teoh and
Low (2012)), board compositions (Kor (2006)), shareholdetection (John, Litov and Yeung
(2008) and Brown, Martinsson and Petersen (2013)), and tareacquisition market (Phillips
and Zhdanov (2013) and Bena and Li (2014)) to name just a feterf On the innovation out-
put side, existing research has focused on firm- and mapestifec factors in determining firm
patenting activity, including incentive compensation foanagers (Manso (2011)), institutional
ownership (Aghion et al. (2013)), anti-takeover provisgAtanassov (2013) and Chemmanur
and Tian (2013)), access to the equity market (Gao et al. 4(284d Hsu et al. (2014)), firms’
information environment (He and Tian (2013)), banking cefitipn (Cornaggia et al. (2015)),
investors’ tolerance (Tian and Wang (2014)), stock ligyidang et al. (2014)), ownership struc-
tures (Ferreira, Manso and Silva (2014)), and debt coveralations (Gu et al. (2014)), among
others. Although these studies enhance the understaniding mechanisms that motivate firms to
innovate, the role of politics, especially political uniznty, is largely overlooked. In this paper,

we identify a new determinant of corporate innovation ara/jote casual evidence that political
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uncertainty created by elections has a significant andipegtfect on corporate R&D investment
policy, supporting the view that strategic preemption analagh options motive is particularly

important.

Lastly, the paper contributes to a growing body of literatan the role of politics, especially
political uncertainty, in shaping firm performance and cogbe decisions. From the perspective
of asset pricing, Boutchkova et al. (2012), Pastor and \&sb(2012, 2013), Belo et al. (2013)
and Brogaard and Detzel (2015) study the impact of politicedertainty on stock returns. From
the perspective of corporate finance, Julio and Yook (20k&vghat firms tend to reduce invest-
ment prior to national elections around the world, due torisiag political uncertainty related to
elections. Similar findings have been documented for U.Blipéirms around U.S. gubernatorial
elections by Jens (2013). Using U.S. gubernatorial electata, Gao and Qi (2013), Liu and Ngo
(2013), Colak et al. (2014), and Dai and Ngo (2014) furtheesgtigate the impact of political
uncertainty on the financing costs of public debts, bankifaifate, IPO activity, and accounting
conservatism respectively. As far as we know, we are thet@irstlate firm-level R&D dynamics
to political uncertainty created by U.S. gubernatoriatetens. While recent research largely sug-
gests that political uncertainty about government pddidias negative real and financial effects,
we document the bright side of political uncertainty in thatdeed encourages R&D investment

in innovative growth options.

The remainder of the paper is organized as follows] 82 deserihe sources of data and
the sample construction process.] §3 discusses the idatitificstrategy and presents our main
empirical results related to firm R&D dynamics around etatsi including various subsample
analyses, multiple robustness checks, and a detailed eation of the underlying mechanisms

through which political uncertainty affects R&D investnie®d concludes.
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2. Data

The primary source for the U.S. gubernatorial election datlie CQ Press Electronic Library.
Firm-specific accounting variables are obtained from Costgdudatabase. Our initial sample con-
tains all domestic firms listed on NYSE, AMEX, and NASDAQ meik Since we analyze the
relation between political uncertainty and firm R&D investm, we also include in the analysis
all the over-the-counter (OTC) traded domestic firms, wheald to be small technology stocks
and deserve close examinatfonOur sample period runs from 1976 to 2013 as the accounting
treatment of R&D expense reporting was not standardizedA8BFuntil 1975 (e.g., Financial
Accounting Standards Board Statement No. 2), as also noted(R011). We focus on annual
R&D expenditure since quarterly R&D data are generally ailable until 198@ The sample
only includes firm-year combinations wition-missingR&D expense and positive total asJ%ts.
We omit firms not headquartered in any of the 48 U.S. statediand with missing data for the
main variables used in the analygisFurther, observations with book assets less than $5 mil-
lion (inflation adjusted to 2013) are excluded. We combinmaanting data from the Compustat
database and the U.S. gubernatorial election data by @begtiar and firm headquarter state. Fi-

nally, we collect information on state macroeconomic cbads such as annual GDP growth rate

60TC traded firms account for roughly 30% of the firm-year camatibns in our final sample and on average
have significantly higher R&D intensities (measured by R&p@nses as a percentage of total assets) than those of
exchange traded firms. For example, the mean value of R&sitieis 0.0968 for OTC traded firms, while this
figure is only 0.0780 for exchange traded firms (the diffeesiscsignificant at the 1% level). In the robustness tests,
we show that the exclusion of OTC traded firms do not alter esults.

"We note that quarterly R&D has a strong cyclical trend basethe firm’s financial year. Although we focus
on annual R&D expense data in the main tests, in unreportalysis, we show that our results are robust to using
guarterly R&D expense data. Results are available uporestqu

8R&D expense may be subject to measurement biases from gigsime in the Compustat database. Chemmanur
and Tian (2013) report that about 50% of Compustat firms doemirt R&D expenses in their financial statements
(partly due to firms not reporting R&D spending when it isitaly. Koh and Reeb (2015) empirically document that
missing R&D does not necessarily imply that these firms havsubstantive R&D activities. Therefore, in the main
tests, we only use firm-year observations with non-missi&@Rxpense. In unreported analysis, we show that our
baseline results still hold after replacing missing valoER&D expense with zero, which is a conventional approach
in the existing literature (e.g., Bound et al. (1984), Broavrd Petersen (2011) and Hirschey et al. (2012)). Results
are available upon request.

%Howells (1990) and Breschi (2008) show that firms usuallatedheir R&D facilities close to headquarters and
do not disperse them geographically. In addition, two stateew Hampshire (NH) and Vermont (VT), are excluded
in the analysis as they follow a two-year gubernatorial tdrroughout the sample period.
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and unemployment rate from the U.S. Bureau of Economic Asigl{BEA). By applying these

selection criteria, We end up with a sample of 90,637 firmryssservations between 1976 and
2013. Our overall sample ensures that we have a represensaimple for a large cross-section
of firms over a long time horizon. Below, We describe mainafales, sample selection and data
collection procedures. Appendix A provides detailed infation on definitions, construction, and

data sources of variables.

2.1. Gubernatorial Elections

The timing of U.S. gubernatorial elections is exogenoudietmined by law. Every state
but Louisiana holds its gubernatorial election on the fing¢gday following the first Monday in
Novembe@ Currently, the vast majority of the states hold gubernataglections every four
years, with the exception of Vermont and New Hampshire, twblmose to run their gubernatorial
elections every two years. Five states, including Louej&entucky, Mississippi, New Jersey, and
Virginia, elect their state governors in odd-numbered ygast preceding a presidential election.
Other states run their gubernatorial elections in evenbared years to coincide either mid-term
elections or presidential elections. In thirty-eight egatgovernors are limited to two consecutive
terms. In some cases, states have changed the length ofjtheErnatorial election cycle. For
example, the state of Arizona and the state of Rhode Islaiidisyd from a two-year election

cycle to a four-year election cycle in 1986 and 1994 res

We use U.S. gubernatorial elections as the main proxy fomge@sures of political uncertainty.
We focus on gubernatorial elections in the baseline arglysstead of the presidential elections

or the economic policy uncertainty index developed by BaBkyom and Davis (2012) for several

10The election timing of Louisiana may differ every year duéhte adoption of the open primary system, where all
the candidates for an office run together in one election.V8i&gpedia for more detailed discussion about elections
in Louisianahtt p: //en. w ki pedi a. org/w ki /El ections in Louisiana

The only special election in the sample period took placeafif@nia in 2003. It resulted in voters replacing
incumbent Democratic Governor Gray Davis with Republicanddd Schwarzenegger. We treat this observation as
all other election observations, and its inclusion has fecebn the results.
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reasons. First, gubernatorial elections are pre-schdduld thus can be viewed as mostly exoge-
nous events where political uncertainty arises. Using susdtting mitigates possible endogeneity
between political uncertainty and general economic camtst which may also affect corporate
R&D decisions, and allows us to make causal inferences degathe real impact of political
uncertainty on R&D investment. Second, unlike presidéeliactions, gubernatorial elections in
different states occur in different years. Therefore, grigal across- and within-state variations
exist in addition to the time series variation in the timirfggabernatorial elections. For example,
there are total 437 gubernatorial elections conducted sta®@s during the sample period of 1976
to 201 In contrast, there are only 10 president elections duriegsime period, which is not
an adequate sample to yield any meaningful statisticatentees. On the other hand, as a country
level index, there is little cross-sectional variation live teconomic policy uncertainty index by
construction. Besides, the index itself may not be purelygexous in the sense that firm R&D
investment behavior could also impact news coverage, gavent policy and economic forecasts,
which constitute the key underlying components of the in@%his said, gubernatorial elections,
as mostly exogenous events, are less subject to measureiamed resulting from survey sampling

or model estimation inherited in the construction of thereeuic policy uncertainty index.

Our study considers 437 gubernatorial elections in 48 stagdd between 1976 and 2013.
Detailed election information is obtained from a varietygotirces. The primary source for election
and regime change data is the CQ Press Voting and Electiotksc@an, which is part of the
CQ Press Electronic Libra@ This database contains information on election date, tiheesa
of Republican/Democract candidates and the independeuiidztes (if any), incumbent party
affiliation, whether the incumbent governors seek re-glactvhether the incumbents are subject

to term limit expiration, other reasons if the incumbents’'tiparticipate in the election (e.g.,

12Since we are interested in analyzing the change in R&D dyesiniboth election and post-election years, we
exclude New Hampshire and Vermont in the analysis, whidioiod two-year gubernatorial term.

135ee Baker, Bloom and Davis (2012) for more detailed disonssh the construction of the the economic policy
uncertainty indexht t p: // www. pol i cyuncertai nty. com net hodol ogy. ht m

14The CQ Press Electronic Library database is availatiétgi: /711 brary. cqpr ess. conl el ections/
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defeated in primary or retired or simply not running for teetion), the winning candidate/party
affiliation, the percentage vote for each candidate and abe margin of the election. We further
supplement the gubernatorial election data with Wikipddiaases in which election information

is missing from the CQ Electronic Library.

[Insert Tablé 1L about here]

Panel A of Tabléll summarizes our gubernatorial electioa fdstthe sample period from 1976
to 2013. There are 437 gubernatorial elections in totafridiged quite evenly across the 48 U.S.
states. As discussed earlier, the distribution of elestimffers a great deal of both cross-sectional
and time-series variations to test their effects on firm R&dligies. Following the identification
of Julio and Yook (2012) and Jens (2013), we classify an iele@s being more uncertain if it is
a close election, where the victory margin, defined as thegp¢aige vote difference between the
first place candidate and the second place candidate, ithE$$%. We also distinguish elections
where incumbents are eligible for re-elections and elastwhere incumbents face term limits.
We expect elections where incumbents face term limits to beerancertain. Further discussion
on the appropriateness of the measures of the degree abrelleehcertainty is provided i §3.2.
Of the 437 elections, 99 are defined as close. The average @estion has a vote differential of
2.4%. In 120 elections, incumbent governors do not seekedien due to term-limit expirations.
Further, close elections are 50% more likely than non-cibsetions to be term limited elections

(38.4% vs. 24.3%).

2.2. Firm and State Variables

We obtain firm characteristics data from Compustat North Atad=undamentals Annual files
for the period from 1976 to 2013. The U.S. Securities and Brge Commission (since 1972) and

the Financial Accounting Standards Board (since 1974) éagired all material R&D expenses
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to be disclosed on the firm’s financial statements. On the QCetap database, R&D expenses
represent all costs incurred during the financial year #iate to the development of new products
or services. In this paper, the main variable of interest&®Rntensity, measured as the ratio
of firm’s R&D expense to its total assets. To isolate the eéftéqolitical uncertainty and firm
R&D policies, we control for a set of firm characteristicstthge likely to correlate with firm’s
R&D policies following Atanassov (2013) among othekdarket-to-book (Q)s the market value
of equity plus book value of assets minus book value of ecanty deferred taxes, divided by
total assetsCash Flowis measured by income before extraordinary items plus degren and
amortization, scaled by total assespfitability is the EBITDA-to-assets ratiofangibility is the
net property, plant, and equipment (PPENT) divided by tatslets] everageis the book value
of debt divided by total ass@. These definitions are standard in the literature. Profitgbil
and Q are included to capture firms’ operating profitabgis@d growth opportunities. Cash flow
and leverage ratio are added to control for the possibletsffef internal financing and capital
structure decisions on R&D intensity. In the empirical speation, we also follow Hall and
Ziedonis (2001) and includen(Sales}o control for firm size. Following Aghion et al. (2005), we
control for industry concentration using therfindahlindex calculated at the 3-digit SIC level.
we also use the squared Herfindahl indeer findahP, to control for possible nonlinear effects
of industry concentration. We construct the firm age(Age) that measures the age of the firm as

the number of years that it appears in the Compustat database

State-level variables are also included in the analysis¢owant for the general economic con-
ditions within a state: the annual change in state GDP andarmstate unemployment rate, both
from the U.S. Bureau of Economic Analysis (BEA) WebeThe sample period is from 1976
to 2013, which is chosen to match the availability of annu&DRexpense data in Compustat

database. All continuous variables are winsorized at therdd 99th percentiles to remove the

I5Throughout the analysis, we use contemporaneous totabasseormalize firm characteristics variables. How-
ever, we obtain quantitatively and qualitatively similasults using lagged total assets as the alternative sdatitay.
Results are unreported for brevity and are available fragratithors upon request.

16BEA website is available &ttt p: /7 wwv. bea. gov/
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influence of extreme outliers. Appendix A provides detailed variable descriptions as aslthe

variable sources.

Panel B of Tablé]1 presents descriptive statistics on the firan and state variables used in
the regression analyses. The mean (median) firm has a R&Rdets ratio of 8.3% (3.2%), which
is slightly lower than that reported in Brown et al. (2009 ,their sample only consists of R&D
intensive firms operating in the high-tech sectors. In aolditan average firm in our sample has
a Q of 1.9, a cash flow of -3.5%, a In(age) of 2.3 years, a Ingyal$4.5 million, a profitability
of 2.3%, a tangibility of 23.2%, a leverage ratio of 21.5% ariderfindahl concentration index of
25.3%. The reported firm characteristics are typical of Costgxt public firms and are generally
comparable to previous studies (e.g., Atanassov (2013 Camdaggia et al. (2015} The last
two columns in Panel B of Tablé 1 also reports some summatigtsta on the state-level macroe-
conomics. For example, the average annual GDP growth rét2% and average unemployment

rate is 6.3% respectively.

3. Empirical Results

This section presents our empirical findings related to gaaim R&D intensity around guber-
natorial election cycles. We begin with the univariate gsial, followed by a multiple regression
framework controlling for firm characteristics and stateremmic conditions. To better understand

the economic channels through which political uncertaeffects R&D policy, we further ex-

1"The results are robust to alternatively winsorizing firmreleeristics at the 5th and 95th percentiles.

18\We note that theegativecash flow and the low profitability is driven by the OTC firms,igfhaccount for roughly
30% of the firm-year observations in our final sample. Theayeicash flow and profitability are negative (positive)
for OTC (exchange) traded firms. Specifically, for OTC trafieds, the mean of inflation adjusted (to 2013) firm size
is $181.4 million, the mean of R&D-to-assets ratio is 9.7h& mean of Q is 2.0, the mean of cash flow is -16.9%,
the mean of In(age) is 2.0 years, the mean of In(sales) isi$iBlibn, the mean of tangibility is 22.8%, the mean of
profitability is -9.6% and the mean of leverage is 27.7%. Bwhange traded firms, the mean of inflation adjusted (to
2013) firm size is $2010.2 million, the mean of R&D-to-assat® is 7.8%, the mean of Q is 1.9, the mean of cash
flow is 1.7%, the mean of In(age) is 2.4 years, the mean oflegs& $5.1 million, the mean of tangibility is 23.4%,
the mean of profitability is 6.9% and the mean of leverage i$%9
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ploit variation in the sensitivity of R&D intensity to poidal uncertainty across elections, political
regimes, industries, and firms. We then perform a number ditiadal tests to ensure that our
baseline results are robust to various subsamples andatiter model specifications. Finally, we
examine changes in firm innovation performance (proxieddigmting activities) in post-election

years.

3.1. R&D Intensity around Gubernatorial Elections

Panel C of Tabl€ll summarize the mean R&D intensity arounatignatiorial elections. We
first note that in non-election years, the unconditionatage R&D intensity, measured by R&D
expenses as a percentage of total assets, is 0.0827. Thed®&sgsets ratio increases by 0.0023 to
0.0850 in election years. The increase, statisticallyiBggmt at the 5% level, represents a 2.8%
upsurge in the unconditional mean R&D intensity relativado-election years in the overall sam-
ple of firms. Panel D provides a more detailed examinatiorogi@rate R&D dynamics across the
gubernatorial election cycle. The annual mean R&D intgriséifore and after the election year
are reported, with year 0O indicating the election year. Ttwe-election years show no significant
pattern in R&D, aside from a small reduction in year 1, therymanediately following the elec-
tion. Similar to the results in Panel C, the mean R&D intgnsitelection years is significantly
higher than that in nonelection years. Later in this sectiaminvestigate the post-election R&D
patterns in more detail. Although the univariate evidereears to support the view that electoral
uncertainty leads to a temporary upsurge in corporate R&®@stment, these unconditional rela-
tions should be interpreted with caution since the effetfgm and state variables are not taken

into consideration.

We next investigate corporate R&D policy in a multivariaggtsg to control for firm char-
acteristics and state economic conditions. We employ alatdndifference-in-difference (DD)

framework to evaluate changes in corporate R&D intensitpss gubernatorial election cycles
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that cannot be explained by other explanatory variables.rii&in regression model is specified as

follows:

R&D Intensity;; = dj+ Yt + Bo x Election Dummy + Z oiXi + Z & St +&ijt (2)

wherei indexes firmsj indexes states, artdndexes years. The dependent variable is the firm-
level R&D intensity, measured as the ratio of R&D expendituio total assets. The main variable
of interest is the election dummiglection ;, which takes on a value of one if a gubernatorial elec-
tion occurred in stat¢ in yeart. The above DD model uses firms in states without an upcoming
election as the control group for a treated sample of firmsates about to elect a governor. The
coefficient estimate on the election dumrfy, is thus designed to capture changes in R&D inten-
sity in election years between the treated and control sesnglo control for firm characteristics
and state economic conditions, we include a set of contnohlvkes motivated by Aghion et al.
(2005) and Atanassov (2013), who identify potential deteamts of R&D investment, both in the
cross-section and over timeX; is a vector of firm characteristics, which include Q, Cash flow
Ln(Age), Ln(Sales), Tangibility, Profitability, Leveragderfindahl, Herfindall St is a vector of
state macroeconomic variables, including annual state Gio®Rth rate and state unemployment
rate. Appendix A provides details on variable descriptiassvell as variable sources. In addition,
we include both firm and year fixed effects in the baseline R&@ression to account for any time-
invariant unobservable variation. This specification uaegd the within-firm variation in corporate
R&D intensity around gubernatorial election event yeamlowing Petersen (2009), we compute

heteroskedasticity-adjusted standard errors clusterdéidi in all specification

[Insert Tablé R about here]

9This specification is the most appropriate in a panel withrgdaross-section of firms but a small number of
periods (Petersen (2009)). For robustness, we repeat alyséswith standard errors clustered at both firm and year
levels and find slightly weaker but still significant results
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Table[2 summarizes the results for our baseline R&D regyasgiecification. The first column
reports the regression of R&D intensity on the election dynailone, without firm and year fixed
effects. In columns (2) to (8), we sequentially include firndgear fixed effects and additional
variables describing firm characteristics and state maora@mic conditions. The coefficient esti-
mates on the election year dummy are positive and staligtgignificant across all specifications,
suggesting that political uncertainty stimulates firm R&mesding in election years. Depending
on the specification, the increases in conditional R&D isigrrange between 0.0036 to 0.0047.
The estimates reported in column (8), which represent telivee specification throughout the
rest of analysis, show that R&D intensities increase by 380@n average in election years, after
controlling for firm and state variables. In terms of magdéuthe coefficient estimate translates
into an economically significant 4.6% (=0.0038/0.0827*¥)0ncrease in firms’ R&D-to-assets
ratio in election years, relative to the average R&D intgnsi non-election years. Tablé 2 also
shows that the signs on the estimated coefficients on theatomtriables are mostly consistent
with previous findings in the literature, except cash flovviakaie R&D intensity is positively
related to Q and firm age, sales, tangibility, GDP growth amehuployment, but negatively related
to cash flow, profitability and book leverage. Other contratiables are generally not related.
Overall, the results from the baseline specification shat plolitical uncertainty associated with
gubernatorial elections creates a positive impact on fiRR€D spending, which is consistent with
a theoretical literature emphasizing that the positivee&onption/growth” effect outweighs the

negative “option” effect of uncertainty on R&D spending is@mpeting setting.

20Unlike Brown et al. (2009), we find that cash flow has a negatitect on R&D intensity. Recall that the negative
cash flow firms account for roughly 30% of the firm-year obsiéowa in our final sample. While (in unreported tests)
we show that cash flow is positively (negatively) associatitd R&D intensity for the subsample of positive (negative)
cash flow firms, the overall effect is dominated by the negatash flow firms in the full sample, as also noted in the
summary statistics in Panel B of Table 1. Our findings are tonsistent with the theoretical and empirical literature
predicting a U-shaped relationship between cash flow anidlat@pvestment (e.g., Cleary et al. (2007)): investment
increases monotonically with internal funds if they argéabut decreases if they are very low. In unreported analysis
we are able to replicate the coefficient estimates on cashréiparted in Brown et al. (2009) if we use their cash flow
definition ((IB+DP+XRD)/AT), sample selection and estiiatstrategy.
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For the reminder of the paper, we only indicate which comteoiables are included in the
regression specifications but may not report the coeffi@stitnates to preserve space. However,
the coefficient estimates for the control variables remaigdly unchanged for our various speci-

fications.

3.2. Degree of Electoral Uncertainty and R& D Intensity

We have so far established the fact that R&D intensity isesystically higher in election years
in the overall sample, which supports the hypothesis thanaacing political uncertainty created
by elections, firms tend to increase R&D spending in the féapmpetitive preemption. In order
to cross-validate the main hypothesis and deepen the uaddisg of political uncertainty, we
further exploit variation in the degree of political une@enty and their likely economic impact
across states and over time. The impact of electoral unegrian R&D intensity should depend
on both the predictability of an election’s outcomes and ghebability that a policy shift will
occur. Highly unpredictable elections introduce exogensiocks and are considered as better
proxies for political uncertainty. (e.g., Snowberg et 20q7)). Motivated by these arguments, we
expect that the stimulating effects of political uncertgion firm R&D spending should be more
pronounced in elections characterized by higher levelsezteral uncertainty. We examine these

predictions in this subsection.

We consider two empirical measures that capture the deddeatioral uncertainty. The first
measure is the the victory margin, defined as the percentatgedifferences between the first
place candidate and the second place candidate. The ideatisldser elections, indicated by
smaller victory margins, entail more uncertainty aboutdaentual winner and future government
policy and therefore can be associated with higher levelgotifical uncertainty, which should
cause a greater increase in election year R&D spending. cboporate differences in the degree

of electoral uncertainty, we create an indicator variablese electionwhich is set to one if the

22



victory margin is less than 5% and zero otherwise. It isearpostmeasure of how close the
election was, but should capture tee-anteuncertainty levels of election outcomes well. Of the
437 elections covered in my analysis, 99 (approximately 288 identified as close elections.
This metric has been used extensively in the literature.eikample, Julio and Yook (2012) and

Jens (2013) use this measure to analyze changes in corpoméément around close elections.

The second measure considers elections in which incumiosetigors are not eligible for re-
elections due to term-limit expirations. Previous studirtensively document that the advantage
of incumbency is an important predictor of any executiveegiidlative elections’ outcomes (e.g.,
Cover (1977), Gelman and King (1990) and Ansolabehere agde8r{2002)). Consistent with
this argument, we find that incumbents in our sample win nmuae 80% of the gubernatorial races
when they run for re-elections. Thus, it is reasonable tarassthat if an incumbent governor is
not a candidate on the election ballot due to term limit, tleeteral uncertainty and competition
surrounding the election are likely to be high. To captueevériation in incumbency advantage,
we define an indicator variablesrm limit, which is set to one if incumbents face term limit expi-
rations and zero otherwise. We identify 120 gubernatotedtsns (approximately 27%) with the

indicator variable equal to one.
[Insert Tablé B about here]

Tabl€e 3 reports the results of the R&D regression with arraution term between the election
dummy and our measures of electoral uncertainty. In coluibnand (2), we perform subsample
analysis by splitting the full sample into two groups aca@ogdo election cIosene.WhiIe the
positive political uncertainty—R&D intensity relation gesent for both close election and non-
close election subsamples, the larger coefficient estimdtes close election subsample analysis
implies a much stronger effect of political uncertainty o&Rspending in close elections (7.0%

vs. 3.4%). To directly assess the effects of higher politiceertainty caused by close elections

21please note that non-election years are included in in thessople analysis as a benchmark group.
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on firm R&D spending in election years, in column (3) of Tablew& follow Julio and Yook

(2012) and add to our baseline regression an interactiom between election dummy and close
election dummy. As indicated in column (3), the interactiemm is large, positive and statistically
significant, consistent with the hypothesis that the magieitof R&D spending is increasing in
the degree of electoral uncertainty surrounding the eactin economic terms, the coefficient
estimate on the interaction term implies that the averag® Réensities increase by almost 7.3%
((0.0029+0.0031)/0.0827*100%) in hotly contested etawti Columns (4) to (6) replicate the
analysis in the first three columns but using term limit toxyréor electoral uncertainty. We find

similar results.

Overall, we find that the positive effect of political unaerty on R&D intensity is mainly
driven by hotly contested elections in which the electoratartainty and competition are likely
to be higher. Although our main identification strategies lass vulnerable to potential reverse
causality, the findings in this subsection help strengthercausality that indeed runs from political

uncertainty to R&D investment, further confirming the maypbthesis.

3.3. Republican vs. Democr at

Prior studies document that financial markets behave diftgr under different political regimes
(i.e., Republican vs. Democr%.A natural question that follows is whether the incumbentigy
affiliation alters the pattern of R&D spending around elaasi. To address this question, we create
a regime dummy variable to indicate whether the incumbewegwr is a Republican or not. The

party identification of the governor is the party of the gov@rwho held office for the majority of

22For example, Alesina and Rosenthal (1995) and Alesina e{#97) show that on average, annual GDP is
higher under Demaocratic term. Santa-Clara and ValkanoQ32€ind that excess stock returns are higher and real
interest rates are lower under Democratic than Republicasigencies after controlling for business-cycle vagabl
and risk factors. Belo et al. (2013) report that during Deratic presidencies, firms with high government exposure
experience higher cash flows and stock returns, and thatppesde is true during Republican presidencies. In a
recent study, Giuli and Kostovetsky (2014) further showt @amocratic-leaning firms are more socially responsible
than Republican-leaning firms.
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the year. Since gubernatorial elections usually take phatee beginning of November followed
by inaugurations of the new governors in the following Jaywa February, the party of the elec-
tion year will be the party of the incumbent, while the partyte following year will be the newly
elected governor’s party. To provide a more detailed estomaf the impact of political regime
on the R&D sensitivity to political uncertainty around thel election cycle we further add to
our baseline R&D regression model a post-election year dgmunich is set equal to one for the
year immediately following the election year. We also iatgrthis post-election dummy with the

regime indicator in the regression analysis.

To investigate the role of political regime, we follow Juhod Yook (2012) and estimate an

augmented version of the baseline R&D regression model:

R&D Intensity; = i+ +Bo x Election t + B1 x Election ; x Regimg (2)
+B2 x Post-electiopy 1 + B3 x Post-electiof 1 x Regime

+B4 x Regimeg ; + Z(I)ixi + Zéjsﬁt + Eijt

where Regimg; is an indicator variable set equal to one if the party affiaof the incumbent
governor of statg in yeart is Republican and zero if it is Democrat. The timing of the two
election dummy variables is set to capture the firms’ R&D dgits around the full election cycle.
The coefficient estimates of the interaction terfisand33, should pick up the added effects of
Republican regime on the magnitude of R&D sensitivity toifprd!| uncertainty inelection years
andpost-election yearsespectively. The coefficient estimate on the regime irtdrceariablef4
alone should capture the underlying difference in R&D spegdetween Republican regime and

Democrat regime over the entire sample period.

[Insert Tablé 4 about here]
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Table[4 summarizes the estimation results. In columns ({3)towe estimate this specifica-
tion on the full sample, the Republican subsample (Regjmel) and the Democratic subsample
(Regimg ; = 0) without including interaction terms. In column (4), weeract the regime indi-
cator with the two election timing dummies in the full sampdedirectly assess the the role of
political regime. Across all specifications in Table 4, welfthat the election dummy remains
positive and statistically significant, while the postetien dummy is insignificant. These results
indicate that while firm R&D spending surges in election gedue to the increase in political un-
certainty created by elections, it shows no discernibleepain post-election years when political
uncertainty is resolved. Further, column (4) reports atp@sand significant coefficient estimate
on the regime indicator, implying that on average firms temthvest more in R&D under Re-
publican regime over the full sample period. However, theraction terms are not significant,
suggesting there is no difference in R&D spending betwegruBkcan regime and Democratic

regime around the election cycle.

In the final two rows of Tablel4, we also include for all specifions a test of whether the net
change in R&D around the election cycle is significantlyeli#int from zero. This is simply a test
of whether the sum of the coefficients on the election timiagohies (and the interaction terms)
are zero. The table shows that the political uncertaintyded R&D cycles are present across

different political regimes and represent a net increa$®8B spending around the elections.

Overall, we find little evidence that political regimes afféhe R&D sensitivity to political
uncertainty around the election cycle, although the twdigsin the U.S. political systems have

different agendas about their R&D and innovation polictes.

23As noted in Kahin and Hill (2013), Democrats tend to engagspiecific, identifiable national goals, such as
safe and clean energy, exploring and learning about spaegring the nation. They are also willing to create new
programs that provide targeted resources to the privatersecdirectly subsidize early-stage commercial innaati
In contrast, Republicans prefer to create the general tiondifor, and incentives to encourage, innovation in many
areas. For example, they prefer low corporate taxes, ta@nihes for R&D performance, and free trade regimes to
encourage innovation, while eschewing subsidies for $ipgechnologies and sectors.
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3.4. Politically Sensitive Industries

To better understand the economic channels through whidicpbuncertainty induced by up-
coming gubernatorial elections affects firm R&D policie® @xploit variations in the sensitivity
of R&D intensity to political uncertainty across industnydafirm characteristics. In this subsec-
tion, we first examine whether politically sensitive indiest exacerbate or attenuate the positive

impact of political uncertainty on firm R&D spending arouhe lection cycle.

Firms are likely to differ from each other with respect toitlsensitivity to political uncertainty.
For example, both Julio and Yook (2012) and Jens (2013) fiatttte adverse effect of political un-
certainty on firm investment is stronger in politically siine industries. Boutchkova et al. (2012)
document that equity return volatility is higher aroundcélens in politically sensitive industries.
We thus expect that the election year increase in R&D shoelthbre pronounced for firms op-
erating in politically sensitive industries, because ¢hsns are more likely to face regulatory
changes that affect their business operations and cogpdegisions (Kostovetsky (2009)). Fol-
lowing the identification of Herron et al. (1999), we clagdifms operating in tobacco products,
pharmaceuticals, health care services, defense, patiadewa natural gas, telecommunications,
and transportation industries as politically sensitivegre Fama French 48 industries is used as
the industry classification. We then sedensitive industrdummy to one if a firm belongs to one

of these politically sensitive industries.

[Insert Tablé b about here]

To test the hypothesis, we perform subsample analyses fios fiperating in politically sen-
sitive industries and those in non-sensitive industripassely. We also interact the sensitive in-
dustry dummy with the election year dummy in the baseline R&gression to directly compare
the two types of industries. Tallé 5 reports the estimatsults from this analysis. Consistent

with the expectation, estimates in columns (1) and (2) mgi¢chat politically sensitive industries
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experience a 15.0% increase in R&D intensity in electiongeahile this figure is only 2.4% for
non-sensitive industries. Overall, the results suppatview that firms operating in politically
sensitive industries are particularly sensitive to theaases in political uncertainty created by

upcoming election.

3.5. Product Market Competition

The positive effect of political uncertainty on firm R&D spkng is also affected by a firm’s
competitive environment. A key feature of R&D investmergghat they cannot be held inde-
pendently of strategic considerations. To the extent ttrategic rivalry introduces the threat of
preemption, a firm fears that a competitor may seize an adgarty acting first. For example,
Weeds (2002) considers a real options model with R&D cortipatand finds that uncertainty
may indeed encourage firm R&D investments when the expeckek \of strategic preemption
outweighs the option value of waiting. Based on their findinge conjecture that product market
competition may further amplify the positive effect of gaal uncertainty on firm R&D spending

in election years. In this subsection, we empirically th& hypothesis.

We examine two types of product market competition meadiaresur tests. The first mea-
sure is theHerfindahl Index (HHI) The industry-level measure is calculatedrid] = sN | S,
whereS§ is the market share of firriis sales within a 3-digit SIC industry and the summation is
performed over the total number &f firms in that industr@ By construction, HHI measures
the degree of product market concentration ardveer product market concentration indicates
higher competition and vice versa (Haushalter, Klasa angwél (2007)). Since HHI is at the
industry level and may not closely capture the dynamic adtons between competitors, we also

consider the product market fluidity measure in our secostd t€he firm level measure, fluid-

24HH]I is calculated based on 3-digit SICs for the reportedltesiWhen alternatively classifying industries using
2-digit SICs, Fama and French (1997) 48-industries, or fplad Phillips (2010) FIC-300 industries, we obtain
similar results.
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ity, is a text-based measure of product market threats dpedlin Hoberg, Phillips, and Prabhala
(2014), which captures firm’s product similarity from itsals. The fluidity data is obtained from
the Hoberg-Phillips data library and covers a large samplé 8. public firms for the period from
1997 to 201@ For our purpose, product market fluidity is a suitable proxygroduct market

competition and &igherfluidity reflects a greater product market threats from gval
[Insert Tablé 6 about here]

To test the hypothesis, we separately estimate the impapbldfcal uncertainty on R&D
spending for firms with above and below sample median HHI andyxct market fluidity each
year. We also interact each competition measure with traieteyear dummy to directly assess
the role of product market competition. The first three calgrof Tabld 6 present the estimation
results based on the HHI measure, while the last three cduepiicate the analysis using product
market fluidity measure. For both measures, the resultsomsstent with our conjecture and show
that product market competition amplifies the positivectftd political uncertainty on firm R&D
spending in election years. For example, based on the prathr&et fluidity measure, coefficient
estimates reported in columns (4) and (5) indicate that fandfioperating in high competitive
environments (high fluidity), the election year increas&#&D is 10.4%, compared to 2.2% for
firms in low competitive environments (low fluidity). Ovekahe results in Tablel6 confirm that
the election year increase in R&D is much larger for firmsriganore competitive pressure in the

product markets, due to the threat of preemption inducedrbyegic competition.

3.6. Growth Opportunities

The R&D sensitivity to electoral uncertainty should alspeed on firms’ growth opportuni-

ties. For example, Kulatilaka and Perotti (1998) developa@egic growth option model and the-

25\We would like to thank Jerry Hoberg and Gordon Phillips fongeusly providing this data on their website:
http://ww.rhsmth. und. edu/ I ndustrydata/ .
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oretically predict that under imperfect competition, E&sed uncertainty may actually encourage
firm investment in growth options. Prior literature docurtsetinat firms can reap growth oppor-
tunities from investing in R&D projects, because R&D adtas lead to either new products or
more efficient production processes, which enable the ficmesther open a new market or reduce
production costs, and hence to gain larger market sharesnakd more profits. To the extent
that R&D investments generate potential growth optionscarmgecture that under political uncer-
tainty, firms with higher growth opportunities have strongeentives to invest in R&D in order

to maintain or enhance their competitive advantages ovapetitors in the future.

To test the hypothesis, we draw from the literature and usedpecific Q and high-tech in-
dustry to proxy for firms’ growth opportunities. Q represetite divergence between the market
value and book value of firms’ capital stock. The basic idethad firms with abundant growth
opportunities have relatively high market value compacetheir physical assets and thus tend to
have high Q. This metric has been used extensively in thelitee as an indicator of firm-level
growth opportunities. For example, Lang and Stulz (1994ysthat diversified firms have a lower
Q ratio than focused firms because the market penalizes the ghthe diversified firm assets.
Cao et al. (2008) use this measure to gauge firm growth opéindgind that the long-term trend
in idiosyncratic risk vanishes after controlling for grdwaptions. Further, Kogan and Papaniko-
laou (2010) empirically document that Q is a good proxy fawvgh opportunitiesHigh Qs an

indicator variable set equal to one for firms with above indusedian Q each year.

High-tech firms account for the overwhelming share of R&Dwait (Hirschey et al. (2012)).
The contribution of these firms to technological progressugh R&D and innovation has been
found to be crucial (Acs and Audretsch (1990)). High-tecéiras opposed to non high-tech
firms are supposed to have m@®wth optionsand in turn should be more affected by political
uncertainty. To test the hypothesis, we follow Brown et 20Q9) and classify firms operating in
drugs (283), office equipment and computers (357), comnatinit equipment (366), electronic

components (367), scientific instruments (382), medicgtriiments (384), and software (737) as
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high-tech firms, where the classification is based on 3-8&ilfitcodes. We setlagh-techindustry

dummy variable to one if a firm belongs to one of these sevemtagh industries.

[Insert Tablé ¥ about here]

To assess the role of growth options, we split the full sanmpéehigh vs. low growth subgroups
based on median Q each year or the high-tech industry irtj@atd re-estimate the baseline R&D
model on each subgroup separately. We also interact eaghigoptions proxy with the election
dummy directly. Tablgl7 presents the estimation results fids analysis. Each column is based on
such a growth options proxy, indicated by the column headhsgwve intuitively expect, the results
show that the election year increase in firm R&D spending iswpariven by the subsample of
firms with high growth options. For example, when median Qhasgroxy for growth options,
estimates in columns (1) and (2) indicate that high growthdithigh Q subgroup) increase R&D
intensities by 4.9% in election years, however this figurenly 3.1% for low growth firms (low
Q subgroup). The interaction term between liigh Q dummy and thelection dummyn column
(3) has a positive and significant coefficient of 0.0021, @spnting an additional 2.5% increase
in R&D for high growth firms, relative to low growth ones. Indgition, we notice that théigh
Q indicator alone is large, positive and statistically sfgmaint, suggesting that high growth firms
on average exhibit higher R&D intensities. This is consist@th Hirshleifer et al. (2012) among
others, who report that high growth firms tend to undertakeeniR&D projects. The last three
columns of Tablé]7 use high-tech industry as the proxy fomgnooptions and deliver similar
results. For example, the coefficient estimates reportedliimns (4) and (5) translate into a 8.5%
(1.2%) increase in election year R&D intensities for higlft (non high-tech) firms, relative to the

average sample mean R&D intensity.

Overall, the results are consistent with a theoreticatditere emphasizing that when invest-
ment has strategic value, growth options may dominate taiogy’s depressing effects and drive

the firm to launch R&D project earlier (e.g., Kulatilaka aner&tti (1998)). The results are also
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consistent with the empirical evidence in Driver, Temple &irga (2008). They document that
industries with high R&D intensity (e.qg., high-tech firmsdamgh growth firms) tend to indicate a

positive effect of uncertainty on investment.

3.7. Hard-to-Innovate Firms

In this subsection, we continue to test alternative medmasithat can shed light on the inter-

pretation of our main findings by performing subsample asedy

We explore the idea of hard-to-innovate industries in whiehR&D processes are character-
ized by long time-to-build and high degree of technical utaiaty. Grossman and Shapiro (1986)
show that firms prefer investment projects with less certffiort required to reach a payoff, and
Pindyck (1993) confirms that R&D projects’ technical unaertty (i.e., the difficulty of complet-
ing a project) may actually promote firm R&D investm%ﬂ.:urther, Bar-llan and Strange (1996)
show numerically that if firms have long delays in completingjects, for example due to time-to-
build, then uncertainty may have a positive impact on investt, if it expands the upside of future
outcomes. The basic idea is that R&D projects’ high degreedfnical uncertainty and long in-
vestment lags between project inception and completionatare reduced simply by postponing
investment, unlike uncertainties related to purely exogesrfactors such as the input costs of raw
materials. High levels of technical uncertainty and longestment lags thus create competitive
pressure for firms to invest earlier. Building on these th@oal predictions, we expect to observe
a much stronger impact of political uncertainty on firm R&Desding in these hard-to-innovate
industries, where the R&D processes are typically longy warstly and highly uncertain (e.g.,

Holmstrom (1989) and Hall and Lerner (2009)).

26In Pindyck (1993), technical uncertainty is resolved ordy R&D active firms, leading firms to invest sooner
in an uncertain environment. A numerical experiment furteads Pindyck (1993) to conclude that “Thus for many
investments, and particularly for large industrial prégewhere input costs fluctuate, increasing uncertaintykedyi
to depress investment. The opposite will be the case oniyvestments like R&D programs, where technical uncer-
tainty is far more important.”
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Following the work of Hall, Jaffe, and Trajtenberg (20053 dnan and Wang (2014), we clas-
sify firms in pharmaceuticals, medical instrumentatiorgraficals, computers, communications,
and electrical industries as hard-to-innovate. while g¢asynovate industries include software
programming, internet applications and other miscellasendustries. We setlaard-to-innovate
industry dummy to one if a firm belongs to one of these haroht@vate industries. To test the
hypothesis, we divide the full sample into hard-to-innevahnd easy-to-innovate subsamples and
re-estimate the baseline R&D model separately. We alsoattebtbaseline R&D model an inter-

action term between the hard-to-innovate dummy and théi@edummy.

[Insert Tablé 8 about here]

Table[8 reports the estimation results from this analysise fiesults indicate that there is a
significant difference in the marginal impact of politicaaertainty on firm R&D spending across
industries. Coefficients in columns (1) and (2) suggestfihat in the hard-to-innovate category
experience a 9.2% increase in election year R&D intensiibdle the increase is only 2.4% for
firms in the easy-to-innovate group. In addition, the corfiton the interaction term is positive,
statistically significant, and suggests that the R&D initigs of hard-to-innovate firms increased
by 8.0% relative to easy-to-innovate firms in election yed@serall, the results lend support to
our hypothesis that R&D projects’ high degree of technicatartainty and long investment lags

amplify the positive effect of political uncertainty on R&pending.

3.8. Robustness Tests

In this subsection, we perform several additional testsneuee that the preceding results are
robust to various subsample and subperiod analyses, ladafinitions and alternative model
specifications. Panel A of Tablé 9 presents estimation tesising the baseline R&D models
across all specifications. Panel B of Table 9 further estrmate-step dynamic panel generalized

method of moments (GMM) in first differences to eliminate fieffects.
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First, there might be potential concerns with the one-wagtelring of standard errors by firm
only used in the baseline regression specification (Petde5#9)). To address this concern, in
column (1), Panel A of Tableg 9, we experiment with calculgstandard errors based on two-way
clustering by both firm and gear and re-estimate the baselmdel. We find slightly weaker but

gualitatively the same results.

Second, as mentioned earlier, OTC firms tend to be small tdoby stocks. The average
inflation adjusted (to 2013) firm size of an OTC stock is $181ikion, as compared with $2,010.2
million for the exchange-listed sample. The small size eEthOTC firms may result in ratios that
are highly variable and very large (in absolute value), Whiould give them disproportionate
impact on the results. To account for this problem, we parfsubsample analysis by splitting the
full sample into exchange traded firms (exchg = 11, 12, 14)@n@ traded firms (exchg = 13,
19). Columns (2) and (3) of Panel A report results from thislgsis. In both cases, the coefficient
estimates on the election dummy are significant and of similagnitude as that in the overall
sample. This finding indicates that our results are unlikellge driven by those small technology
stocks, instead, the positive impact of political uncertyaion R&D spending is present for both

exchange traded and OTC traded firms.

Third, we perform several robustness tests on the sammetgal. For example, columns (4)
and (5) of Panel A show that the positive effect of politicatartainty on R&D intensity remains
after removing observations during the dot-com bubblegaef1999-2000) or financial crisis pe-
riod (2007-2008) respectively. To ensure that our resuéisiat driven by a small number of large
states with disproportionate representation in our sanpleolumn (6), we drop the three states

with the highest number of firms (namely, California, Ma$sesetts and New York together make

27As noted in Petersen (2009) and Thompson (2011), two-wastaling of standard errors is only valid provided:
(i) Both N andT are “large”; and (ii) The aggregate shocks must dissipage ttme. In such cases, clustering by two
dimensions will likely produce unbiased standard erroqgpaently, our sample only satisfies the second requirement
but doesn'tfit the first, as in our sampleexceeds 9,000 firms but the averdgis around 10 years with a maximum of
38 years. As such, we choose to report the baseline ressksllom standard errors computed from one-way clustering
by firm only, which is the most appropriate in a panel with géacross-section of firms but a small number of periods
(Petersen (2009)).
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up about 35.5% of the total sample) and re-estimate the rmo@eir conclusions are not sensitive
to exclusion of these states. Similarly, in column (7), welede firms operating in business ser-
vices, electronic equipment and pharmaceutical prodadissitries and find qualitatively the same
result@ These robustness checks help mitigate the concerns thegsaults might be driven by a

small number of dominant states or industries.
[Insert Tableé B about here]

While we control for various measures of time-varying firnadcteristics and state economic
conditions, there may be some concern that our results rbigltoming from some underlying
regional or nonlinear time trends in our data, which is nqtteeed by the election year dummy
variables alone. In column (8), Panel A of Table 9, we perfarnandom placebo (falsification)
test to rule out this possibility. Specifically, we falsifygt gubernatorial election dates by randomly
assigning the election years to each state following a year cycle. We also require that the
relative frequency of randomly assigned election everdl state matches the relative frequency of
actual gubernatorial elections. In doing this, we end up @itandom placebo dummy variable that
looks like the actual election year indicator used in thevjogs regressions, except that the timing
is randomly selected across states. Thus, if a temporalmabor nonlinear trend were driving the
results in our earlier specifications, we would expect atpesand significant coefficient on the
random dummy variable. Column (8) of Panel A reports thenesties from this random placebo
test. All of the estimates on the control variables are sinmals in the earlier specifications. As
expected, the coefficient estimate on this random dummpubigris close to zero and insignificant,
indicating that the variation in R&D intensity is specificttee actual election years and not due to

some temporal regional or nonlinear trends in the data.

An alternative to the fixed effects OLS estimation of a statadel is the dynamic panel GMM

estimation developed by Arellano and Bond (1991) and thihotehas been used in several recent

28Industry classification is based on Fama-French 48 indsstri
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studies on corporate investment (Brown et al. (2009) andi@liset al. (2011)). To address the
influence of potential dynamic endogeneity, we estimatestap GMM models in first differences
and report the estimation results in Panel B of Table 9. TheM@ibdels includes one lag of the
dependent variable in column (1) and two lags of the depdn@deiable in column (2) respectively.
Aggregate year dummies are included in all regression Sp&iions. T-statistics are based on
robust, firm-clustered standard errors. AR(1) and AR(2)tesés for first-order and second-order
autocorrelation in the first-differenced residuals, uritiernull hypothesis of no autocorrelation.
Sargan is a test of the null hypothesis that the overideati€in restrictions (all instruments) are

valid.

As noted in Panel B of Tablel 9, coefficient estimates on elacyiear dummy are positive
and statistically significant for both cases, indicatingttbur main results do not change after
controlling for possible dynamic endogeneity effects gdilne dynamic panel GMM estimator.
While current R&D investment is significantly and positiveelated to R&D investment lagged
one year, it is generally not related to R&D investment laftyeo years. The AR(1) and AR(2)
tests indicate that the residuals in first differences areetaied, but there is no serial correlation
in second differences. However, it is worth noting that th&ruments (e.g., the lags of the left-
hand-side endogenous variable and the first differencd dfjat-hand-side exogenous variables)

do not pass the Sargan over-identification tests and mayencimpletely exogenous.

In untabulated tests, we experiment with additional robess checks. First, we use R&D
expenditure scaled by net sales as an alternative measB&Idintensity and show that our main
finding is robust to the new measure. Second, we add to ourdaraple those missing R&D
observations from the Compustat database and find that ¢éloéiozl year increase in R&D-to-
assets ratio is not driven by the propensity of firms to striatdly report R&D spending in election

years. Finally, we show that our conclusions remain uncedrigwe only use the subsample of

29n fact, Arellano and Bond (1991) report that the one-stefg&atest tends to overreject in the presence of
heteroskedasticity.
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“innovative” firms that are required to have at least onemlatgnted over the sample period from

1980 to 2004 in the Compustat/NBER patent merged dataliase.

4. Conclusion

The real effects of uncertainty on R&D investment by firmsénaeen of longstanding concern
to both academics and practitioners, given that corporatestiment in R&D is an important in-
gredient of innovation and economic growth. Although it icantroversial that uncertainty may
theoretically affect R&D investment, existing theory afeonly ambiguous predictions. While
the real options literature emphasizes that adjustmens @l partial irreversibility may cause
firms to defer R&D investment under increased uncertaintpsequent theoretical research has
explored several other mechanisms (e.g., rival preempiaihgrowth options) that may restrict a
firm’s incentive and ability to wait, leading to early invesnt. Such theoretical ambiguities invite
empirical modelling. The relatively sparse empiricalritieire investigates the simple correlations
of rates of R&D investment with firm-specific or macro-basedlizedmeasures of uncertainty,
finding only mixed results. The key obstacle in the empirliatature is to identify explicitly
forward-lookingmeasures of uncertainty that are plausibly exogenous antikety to directly
affect firm's R&D investment decisions, which has provenligmging. This may explain the

sparsity and the ambiguity of existing empirical evidenodtos topic.

In this paper, we investigate how an exogenous increasdititpbuncertainty arising from the
timing of U.S. gubernatorial elections impacts firms’ R&y@stment decisions. We hypothesize
that, contrary to common beliefs, heightened politicalartainty about government policies rises
the fear of rival preemption, stimulating firm R&D investni@nanticipation of the growth options

that provide the ability to expand in the future. Consisteith this hypothesis, we find novel and

3%n order to minimize the truncation bias in the NBER patetafion database, we follow the conventional ap-
proach (e.g., Hall, Jaffe, and Trajtenberg (2001)) and stosample period in 2004 for this analysis.
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casual empirical evidence that firms respond to increaséticabuncertainty by preemptively
investing more in R&D in election years. Moreover, the restiom additional analyses suggest
that reverse causality and the alternative political bessicycles hypothesis are unlikely to drive
this finding. Further investigation reveals several po#mhannels of the causal impact. The
positive relation between political uncertainty and R&Bestment is especially strongest for firms
that: (1) operate in politically sensitive industries, {&3e greater product market competition, (3)
have higher growth options, or (4) belong to hard-to-intevadustries. Lastly, consistent with
the orientation of R&D efforts towards innovation, we findtlacing political uncertainty, firms

use their R&D dollars more efficiently by generating more hatter patents around elections.

Our paper highlights that the relationship between investrand political uncertainty depends
on the nature of investment and product market competitibriike (partly) irreversible fixed in-
vestment, R&D is stimulated by increasing political unaarty. As such, the long-run implications
of political uncertainty is not clear and warnings to polioykers about avoiding lengthy debate

about future policy is not entirely warranted.

38



References

Abel, A., 1983. Optimal investment under uncertairdynerican Economic ReviewB(1): 228-
233.

Acs, Z., and Audretsch, D., 1990. Innovation and Small FirMBl Press, Boston.

Aghion, P., Bloom,N., Blundell, R., Griffith, R., and Howit®., 2005. Competition and inno-
vation: An inverted U relationshigQuarterly Journal of Economics20: 701-728.

Aghion, P., Van Reenen, J., and Zingales, L., 2013. Innowaind institutional ownershigsmer-
ican Economic Revied03(1): 277-304.

Alesina, A., and Rosenthal, H., 1995. Partisan politicgidéid government, and the economy.
Cambridge University Press, Cambridge, UK.

Alesina, A., Roubini, N., and Cohen, G.D., 1997. Politicatles and the macroeconomy. MIT
Press, Cambridge, MA.

Amit, R., and Schoemaker, P., 1993. Strategic assets amhiaggional rent. Strategic Man-
agement Journal4(1): 33-46.

Ang, A., and Longstaff, F., 2012. Systemic sovereign cregk: lessons from the U.S. and
Europe. Columbia University and UCLA Working Paper.

Ansolabehere, S., and Snyder, J., 2002. The incumbencyh&d&in U.S. elections: an anal-
ysis of state and federal offices, 1942-20@lection Law Journal: Rules, Politics, and Policy
1(3): 315-338.

Arellano, M., and Bond., S, 1991. Some Tests of SpecificdtofPanel Data: Monte Carlo Ev-
idence and an Application to Employment EquatidReview of Economic StudiB8(2): 277-297.

Arrow, K., 1962. Economic Welfare and the Allocation of Restes for Inventions, in Nelson,
R. ed.: The Rate and Direction of Inventive Activity: Economic amdi& Factors. Princeton
University Press. Princeton, NJ.

Atanassov, J., 2013. Do hostile takeovers stifle innov&tidgvidence from antitakeover legis-
lation and corporate patentingournal of Finance8(3): 1097-1131.

Baker, S., Bloom, N., and Davis, S., 2012. Measuring Econdpalicy Uncertainty. Stanford
University Working Paper.

39



Barker, V., and Mueller, G., 2002. CEO Characteristics aimoh R&D Spending.Management
Sciencet8(6): 782-801.

Barney, J., 1991. Firm Resources and Sustained Compefitivantage. Journal of Manage-
ment17(1): 99-120.

Bar-llan, A., and Strange, W., 1996. Investment lagsnerican Economic Revie86(3): 610-
622.

Baysinger, B., and Hoskisson, R., 1989. Diversificatiorateyy and R&D Intensity in Multi-
product Firms Academy of Management Jourrgl(2): 310-332.

Baysinger, B., Kosnik, R., and Turk, T., 1991. Effects of Bband Ownership Structure on
Corporate R&D StrategyAcademy of Management Jourrgd(1): 205-214.

Beck, T., and Levine, R., 2002. Industry Growth and Capitib@ation: Does Having a Market-
or Bank Based System Matted®@urnal of Financial Economic84 (2): 147-180.

Belo, F., Gala, V., and Li, J., 2013. Government spendindjtipal cycles, and the cross sec-
tion of stock returnsJournal of Financial Economic$07(2): 305-324.

Bena J., and Li, K., 2014. Corporate Innovations and Mergers Acquisitions. The Journal
of Finance69(5): 1923-1960.

Bernanke, B., 1983. Irreversibility, uncertainty, and lgal investment. Quarterly Journal of
Economic®8: 85-106.

Bhattacharya, U., Hsu, P., Tian, X., and Xu, Y., 2014. Whdegts Innovation More: Policy
or Policy Uncertainty? Working Paper.

Bloom, N., 2014. Fluctuations in Uncertaintylournal of Economic Perspectiv@8(2): 153-
76.

Bloom, N., and Van Reenen, J., 2002. Patents, Real Optiodsk-mm PerformanceEconomic
Journall112(478): 97-116.

Bond, S., Harhoff, D., and Van Reenen, J., 2003. Investnfe&D and financial constraints
in Britain and Germany. Institute for Fiscal Studies Wotkpaper 99/5.

Bound, J., Cummins, C., Griliches, Z., Hall, B., Jaffe, 28%. Who does R&D and who patents?
In: Griliches, R., (ed) R&D, patents and productivity. Uaiigity of Chicago Press, Chicago, 21-54.

Boutchkova, M., Doshi, H., Durnev, A., and Molchanov, A.,120 Precarious politics and re-

40



turn volatility. Review of Financial Studie&b(4): 1111-1154.

Breschi, S., 2008. Innovation-specific agglomeration eaues and the spatial clustering of in-
novative firms. Handbook of research on innovation and elgsCharlie, K., Ed., Edward Elgar
Publishing Inc., 167-190.

Brogaard, J., and Detzel, A., 2015. The asset pricing irapbas of government economic policy
uncertaintyManagement Scien&i(1): 3-18.

Brown, J., Fazzari, S., and Petersen, B., 2009. Financingviation and Growth: Cash Flow,
External Equity, and the 1990s R&D Booifhe Journal of Financé4(1): 151-185.

Brown, J., Martinsson, G., and Petersen, B., 2013. Law, KSkbarkets, and InnovationThe
Journal of Finances8(4): 1517-1549.

Brown, J., and Petersen, B., 2011. Cash holdings and R&D #nmgp Journal of Corporate
Financel7(3): 694-7009.

Cao, C., Li, X., and G. Liu, 2015, Political Uncertainty ando€s-Border Acquisitions, work-
ing paper, Cheung Kong Graduate School of Business

Cao, C., Simin, T., and Zhao, J., 2008. Can growth optionsa@xphe trend in idiosyncratic
risk? Review of Financial Studiexl(6): 2599-2633.

Chemmanur, T., and Tian, X., 2013. Do Anti-Takeover Pransi Spur Corporate Innovation?
Working Paper.

Cleary, S., Povel, P., and Raith, M., 2007. The U-Shapedstnvent Curve: Theory and Evi-
dence.Journal of Financial and Quantitative Analysi2(1): 1-39.

Colak, G., Durnev, A., and Qian, Y., 2014. Political uncemyand IPO activity: Evidence from
U.S. gubernatorial elections. Working Paper.

Coles, J., Daniel, D., and Naveen, L., 2006. Managerialntices and risk-taking Journal of
Financial Economic§g9(2): 431C468.

Cornaggia, J., Mao, Y., Tian, X., and Wolfe, B., 2015. DoeslBag Competition Affect In-
novation?Journal of Financial Economic$15(1): 189-209.

Cover, A., 1977. One Good Term Deserves Another: The Adgantd Incumbency in Con-
gressional ElectiongAmerican Journal of Political Scienl: 523-541.

Czarnitzki, D., and Toole, A., 2007. Business R&D and theriplay of R&D subsidies and

41



product market uncertaintiReview of Industrial Organizatio®1(3): 169-181.

Czarnitzki, D., and Toole, A., 2011. Patent protection, keiuncertainty, and R&D investment.
Review of Economics and Statist&3(1): 147-159.

Czarnitzki, D., and Toole, A., 2012. The R&D investment-entainty relationship: Do strate-
gic rivalry and firm size matterManagerial and Decision Economid$202): 1-37.

Dai, L., and Ngo, P.T.H., 2014. Political uncertainty ang@mting conservatism. Australian
National University Working Paper.

Dixit, A., and Pindyck, R., 1994. Investment under Uncetiai Princeton University Press:
Princeton, NJ.

Driver, C., Temple, P., and Urga, G., 2008. Real options -aydek. pre-emption: Do indus-
trial characteristics matted@ternational Journal of Industrial Organizatio26(2): 532C545.

Fama, E., and French, K., 1997. Industry costs of equiyrnal of Financial Economic43(2):
153-193.

Fang, V., Tian, X., and Tice, S., 2014. Does Stock LiquiditthBnce or Impede Firm Innova-
tion? The Journal of Financé&9(5): 2085-2125

Ferreira, D., Manso, G., and Silva, A., 2014. Incentivesitmolvate and the Decision to Go Public
or Private.Review of Financial Studie&7(1): 256-300.

Gao, H., Hsu, P., and Li, K., 2014. Public equity markets aoiparate innovation strategies:
Evidence from private firms. Nanyang Technological Uniitgnsorking paper.

Gao, P., and Qi, Y., 2013. Political Uncertainty and Publitalicing Costs: Evidence from U.S.
Gubernatorial Elections and Municipal Bond Markets. WogkiPaper.

Gelman, A., and King, G., 1990. Estimating Incumbency Adage without Bias. American
Journal of Political Scienc&4: 1142-1164.

Giuli, A., and Kostovetsky, L., 2014. Are Red or Blue CommnMore Likely to Go Green?
Politics and Corporate Social Responsibilitpurnal of Financial Economic$11(1): 158-180.

Goel, R., and Ram, R., 2001. Irreversibility of R&D investmand the adverse effect of un-
certainty: Evidence from the OECD countri€éeonomics Letterg1(2): 287-291.

Grabowski, H., 1968. The determinants of industrial rese@nd development: a study of the
chemical, drug, and petroleum industridsurnal of Political Economy6(2): 292-306.

42



Graves, S., 1988. Institutional Ownership and Corporat®R&the Computer IndustryAcademy
of Management Journ&d1(2): 417-428.

Griliches, Z., 1990. Patent statistics as economic indisatlournal of Economic Literatur@8:
1661-1707.

Griliches, Z., Pakes, A., and Hall, B., 1988. The value okp# as indicators of inventive ac-
tivity. Harvard University Working Paper.

Grossman, G., and Shapiro, C., 1986. Optimal dynamic R&@Qmmms. RAND Journal of Eco-
nomicsl7(4): 581-593.

Gu, Y., Mao, C., and Tian, X., 2014. Bank interventions anthfinnovation: Evidence from
debt covenant violations. Working Paper.

Guariglia, A., Liu, X., and Song, L., 2011. Internal finangedagrowth: Microeconometric ev-
idence on Chinese firmgournal of Development Economi@6(1): 79-94.

Gurmu, S., and Perez-Sebastian, F., 2008. Patents, R&Dagnelfflects: evidence from flexi-
ble methods for count panel data on manufacturing fifamspirical Economic85(3): 507-526.

Hall, B., 2002. The financing of research and developmé&ntford Review of Economic Pol-
icy 18(1): 35-51.

Hall, B., 2005. Exploring the patent explosialaurnal of Technology Transf@&0: 35-48.

Hall, B., Griliches, Z., and Hausman, J., 1986. Patents a&D:Rs there a lag?International
Economic RevieR7(2): 265-283.

Hall, B., Jaffe, A., and Trajtenberg, M., 2001. The NBER patetation data file: lessons, in-
sights and methodological tools. NBER Working Paper.

Hall, B., Jaffe, A., and Trajtenberg, M., 2005. Market vahred patent citationsRAND Jour-
nal of Economic$6: 16-38.

Hall, B., and Lerner, J., 2009. The Financing of R&D and Iretgcan. NBER Working Paper
15325.

Hall, B., and Ziedonis, R., 2001. The patent paradox readsitAn empirical study of patent-
ing in the U.S. semiconductor industry, 1979-19BAND Journal of Economicd2: 101-128.

Hansen, G., and Hill, C., 1991. Are institutional investorgopic? A time-series study of four

43



technology-driven industrie§trategic Management JournaR(1): 1-16.

Hartman, R., 1972. The effects of price and cost uncertasntynvestment.Journal of Eco-
nomic Theoryb(2): 258-266.

Hartman, R., 1976. Factor Demand with Output Price UnaggaiAmerican Economic Review
66(4): 675-681.

Haushalter, D., Klasa, S., and Maxwell, W., 2007. The infagenf product market dynamics
on a firm’'s cash holdings and hedging behavdournal of Financial Economic84(3) 797-825.

Hausman, J., Hall, B., Griliches, Z. 1984. Econometric niodier count data with an applica-
tion to the patents-R&D relationshif.conometricéb2(4): 909-938.

He, J., and Tian X., 2013. The dark side of analyst coveradne= chse of innovationJournal
of Financial Economic409(3): 856-878.

Herron, M., Lavin, J., Cram, D., and Silver, J., 1999. Measunt of political effects in the
United States economy: A study of the 1992 presidentiaktielecEconomics and Politicg1(1)
51-81.

Himmelberg, C., and Petersen, B., 1994. R&D and Internaamiée: A Panel Study of Small
Firms in High-Tech IndustriefReview of Economics and Statistit®&(1): 38-51.

Hirschey, M., Skiba, H., and Wintoki, M., 2012. The size, centration and evolution of cor-
porate R&D spending in U.S. firms from 1976 to 2010: Evidenacd enplications. Journal of
Corporate Financel8(3): 496-518.

Hirshleifer, D., Hsu, P., and Li, D., 2013. Innovative effioty and stock returnsJournal of
Financial Economic4.07(3): 632-654.

Hirshleifer, D., Teoh, S., and Low, A., 2012. Are Overconfid€EOs Better InnovatorsThe
Journal of Finances7(4): 1457-1498.

Hoberg, G., and Phillips, G., 2010. Product market synsrgied competition in mergers and
acquisitions: A text-based analysRBeview of Financial Studiez3(10) 3773-3811.

Hoberg, G., Phillips, G., and Prabhala, N., 2014. ProductkstaThreats, Payouts, and Finan-
cial Flexibility. The Journal of Financé&9(1): 293-324.

Holmes, T., McGrattan, E., and Prescott, E., 2011. Teclyytapital transfer. Working Pa-
pers 687, Federal Reserve Bank of Minneapolis.

44



Holmstrom, B., 1989. Agency costs and innovatideournal of Economic Behavior and Orga-
nization12: 305-327.

Hoskisson, R., and Hitt, M., 1988. Strategic control systemd relative r&d investment in large
multiproduct firms.Strategic Management Journ@{6): 605-621.

Howells, J., 1990. The location and organisation of researd development: New horizons.
Research Policy9(2): 133-146.

Hsu, P., Tian, X., and Xu, Y., 2014. Financial developmert ammovation: Cross-country evi-
dence.Journal of Financial Economic$12: 116-135.

Jens, C., 2013. Political Uncertainty and Investment: @alsidence from U.S. Gubernato-
rial Elections. Tulane University Working Paper.

John, K., Litov, L., and Yeung, B., 2008. Corporate Govensgaand Risk-Taking.The Jour-
nal of Finance63(4): 1679C1728.

Julio, B., and Yook, Y., 2012. Political Uncertainty and @orate Investment Cycle$he Journal
of Finance67: 45-83.

Julio, B., and Yook, Y., 2014. Policy Uncertainty, Irrevibibty, and Cross-Border Flows of Capi-
tal. Working Paper.

Kahin, B., and Hill, C., 2013. Innovation Policy around theNd: United States: The Need
for Continuity. Issues in Science and Technol@&$(3).

Kogan, L. and Papanikolaou, D., 2010. Growth opportunitied technology shocksAmeri-
can Economic Reviet00(2): 532-536.

Koh, P. and Reeb, D., 2015. Missing R&Dournal of Accounting and Economié®(1): 73-
94.

Kor, Y., 2006. Direct and interaction effects of top managatmeam and board compositions
on R&D investment strategytrategic Management Journ2¥(11): 1081-1099.

Kostovetsky, L., 2009. Political capital and moral hazasimon School Working Paper No.
FR 10-05.

Kothari, S., Laguerre, T., and Leone, A., 2002. Capitalmatersus expensing: Evidence on

the uncertainty of future earnings from capital expeneéigswersus R&D outlaysReview of Ac-
counting Studie3(4): 355-382.

45



Kulatilaka, N., and Perotti, E., 1998. Strategic growthiaps. Management Scienek}(8): 1021-
1031.

Lang, L., Ofek, E., and Stulz, R., 1996. Leverage, investinamd firm growth. Journal of Fi-
nancial Economicg0(1): 3-29.

Lang, L., and Stulz, R., 1994. Tobin’s q, corporate diveraifon and firm performancelour-
nal of Political EconomyL02(6): 1248-1280.

Lengnick-Hall, C., 1992. Innovation and Competitive Adtage: What We Know and What
We Need to LearnJournal of Managemeri8(2): 399-429.

Lerner, J., Sorensen, M., and Stromberg, P., 2011. Privatiéyeand long-run investment: The
case of innovationJournal of Finance66: 445-477.

Lerner, J., and Wulf, J., 2007. Innovation and incentivegid&nce from corporate R&DRe-
view of Economics and Statisti88(4): 634-644.

Li, D., 2011. Financial Constraints, R&D Investment, andd&t Returns.Review of Financial
Studie24(9): 2974-3007.

Liu, W., and Ngo, P.T.H., 2013. Elections, political compeh and bank failure.Journal of
Financial EconomicsForthcoming.

Manso, G., 2011. Motivating Innovatiofthe Journal of Financé6(5): 1823-1860.

McDonald, R., and Siegel, D., 1986. The Value of Waiting teelst. The Quarterly Journal
of Economicd.01(4): 707-727.

McGrattan, E., and Prescott, E., 2009. Openness, techynalmgjtal, and developmentlour-
nal of Economic Theor§44(6): 2454-2476.

McGrattan, E., and Prescott, E., 2010. Technology capitélithe U.S. current accourAmerican
Economic Review00(4): 1493-1522.

Minton, B., and Schrand, C., 1999. The impact of cash flowtildlaon discretionary invest-
ment and the costs of debt and equity financitfaurnal of Financial Economics4(3): 423-460.

Nordhaus, W., 1975. The Political Business CycReview of Economic Studid®(2): 169-
190.

Oi, W,, 1961. The desirability of price instability undenfezt competition Econometricd29(1):
58-64.

46



Ozbas, O., and Scharfstein, D., 2010. Evidence on the ddelosinternal capital marketReview
of Financial Studie23(2): 581-599.

Pastor, L., and Veronesi, P., 2012. Uncertainty about goaent policy and stock pricedournal
of Finance67(4): 1219-1264.

Pastor, L., and Veronesi, P., 2013. Political uncertaimtgt eisk premia. Journal of Financial
Economicsl10(3): 520-545.

Peltzman, S., 1987. Economic conditions and gubernatelgations. American Economic Re-
view: Papers and Proceeding@gd: 293-297.

Petersen, M., 2009. Estimating Standard Errors in FinarseelPData Sets: Comparing Ap-
proachesReview of Financial StudieZ?(1): 435-480.

Phillips, G., and Zhdanov, A., 2013. R&D and the Incentivesf Merger and Acquisition Activ-
ity. Review of Financial Studie&6(1): 34-78.

Pindyck, R., 1988. Irreversible Investment, Capacity €Capand the Value of the Firmimerican
Economic Review8(5): 969-985.

Pindyck, R., 1993. A note on competitive investment undereatainty. American Economic
ReviewB3(1): 273-277.

Porter, M., and Millar, V., 1985. How Information Gives YowRpetitive AdvantageHarvard
Business Revie®3(4): 149-160.

Rogoff, K., 1987. Equilibrium Political Budget Cycles. NBBNorking Paper.

Santa-Clara, P., and Valkanov, R., 2003. The presidentiztlp: Political cycles and the stock
market.The Journal of Financ&8: 1841-1872.

Scherer, F., 1984. Innovation and Growth: Schumpetariaspeetives. MIT Press, Cambridge,
MA.

Schwert, W., 1989. Why Does Stock Market Volatility Changee©Time? The Journal of Fi-
nance44(5): 1115-1153.

Seru, A., 2012. Firm boundaries matter: Evidence from comgrrates and R&D activitylournal
of Financial EconomicsForthcoming.

Shiller, R., 1989. Market Volatility. Cambridge MA: MIT Pss.

a7



Snowberg, E., Wolfers, J., and Zitzewitz, E., 2007. Pantisapacts on the economy: Evidence
from prediction markets and close electio@aiarterly Journal of Economick22: 807-829.

Stein, L., and Stone, E., 2013. The effect of uncertaintynmestment, hiring, and R&D: Causal
evidence from equity options. Arizona State University Wog Paper.

Stepan, A., and Skach, C., 1993. Constitutional framewankisdemocratic consolidation: Parlia-
mentarianism versus presidentialiswiorld Politics46: 1-22.

Thompson, S., 2011. Simple formulas for standard errors dhuster by both firm and time.
Journal of Financial Economic89(1): 1-10.

Tian, X., and Wang, T., 2014. Tolerance for Failure and Craaf@lnnovation. Review of Fi-
nancial Studie®7(1): 211-255

Weeds, H., 2002. Strategic Delay in a Real Options Model oDR&ompetition. Review of
Economic Studie89(3): 729-747.

48



Appendix A: Variable Descriptions

Variable

Definition Source

R&D Intensity and Innovation Output Measures

R&D Intensity

Patent Count

Citation Count

Generality

Originality

Calculated as firms’ research and developregpenditure (XRD from COMPUSTAT) divided COMPUSTAT
by book value of total assets (AT from COMPUSTAT), measutati@end of fiscal yedr.

Natural logarithm of one plus the patent cdeatent count is defined as number of patent NBER Patent
applications filed in yeatr of each firm. Only patents that are later granted are inclu@iads Database

variable measures innovation quantity. The patent cousgtigo zero for companies that have
no patent information available from the NBER patent databa

Natural logarithm of one plus the citationuob Citation count is defined as number of citations NBERmat
received by patent applications filed in yeaf each firm. This variable measures patent quality. Dawmbas
Only patents that are later granted are included. Theaitatbount is set to zero for companies
that have no citation information available from the NBERep& database.

Natural logarithm of one plus the sum of gengraicores of all patents filed by firivin yeart. NBER Patent
Generality measures firm level innovation output by coriigethe versatility of a firm’s patents. Database
An individual patent’s generality score is defined as oneusmihe Herfindahl index of the 3-digit
technology class distribution of the citing patents (fardveitations). A higher value of generality
score thus indicates that the focal patents impact a bread@f technological areas.

Natural logarithm of one plus the sum of oriditascores of all patents filed by firinin yeart. NBER Patent
Originality measures firm-level innovation output by calesing the creativity of a firm’s patents. Database
An individual patent’s originality score is defined as oneusi the Herfindahl index of the 3-digit
technology class distribution of the cited patents (backveitations). A higher value of originality
score thus indicates that the focal patents build on a bradef technological areas.

Gubernatorial Elections

Election (0)
Post-election (+1)
Republican (R)

Democrat (D)
Close Election

Term-limited
Election

Indicator variable takes on a value of one if heguatorial election occurred in that state CQE Library
in that year.
Indicator variable takes on a value &ffon the one-year period after a gubernatorial election ChEary
occurred in that state.
Indicator variable set equal to one if theimbent governor is a Republican in state yeart. CQE Library
Indicator variable set equal to one if the inbent governor is a Democrat in stgtén yeart. CQE Library
Indicator variable set equal to one if theoricmargin, defined as the vote difference between CQE hyjbra

the first place candidate and the second place candidagssistian 5%. We classify this type

of elections as high uncertainty elections.

Indicator variable set equal to one if the imhent governors are not eligible for re-election CQE Liprar
due to term-limit expiration. We identify termwlited elections as high uncertainty elections.

Firm Specific and State Economics variables

Ln(Asset)

Ln(Age)

Ln(Sales)

Profitability

Defined as natural logarithm of the book value tHltassets (AT from COMPUSTAT) COMPUSTAT
measured at the end of fiscal year

Defined as natural logarithm of one plus the numbeeafs of the corporation has existed COMPUSTAT
from the IPO year to yedr

Defined as natural logarithm of one plus the nes#aknover (SALE from COMPUSTAT) COMPUSTAT
measured at the end of fiscal year t.

Defined as earnings before interest, taxegraigation and amortization (EBITDA from COMPUSTAT

COMUSTAT) divided by book value of total asset (AT), measLat the end of fiscal year

Continued on next page
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Continued from previous page

Variable

Definition

Source

Tangibility

Q

Cash Flow

Leverage

CAPEX

Herfindahl Index (HHI)

GDP Growth
Unemployment Rate
Politically Sensitive

Industries (PSIs)

Product Market
Fluidity

High-Tech
Industries

Hard-to-innovate
Industries

Defined as total net property, plant and equipt{®PENT from COMPUSTAT) divided by

book value of total asset (AT), measured at the end of fiscal tye

Defined as [the market value of equity (PRECG CSHO from COMUSTAT) plus book
value of assets (AT) minus book value of equity (CEQ from COBMWAT) minus balance
sheet deferred taxes (TXDB from COMUSTAT)] divided by boaitue of asset (AT),
measured at the end of fiscal year

Firm’s cash flows. It is defined as income beforeaexdiinary items (IB from
COMUSTAT) plus depreciation and amortization (DP from COSITAT) divided by
book value of asset (AT), measured at the end of fiscaltyear

Firm’s leverage ratio. It is defined as book valugett (DLTT+DLC from COMUSTAT)
divided by book value of total assets (AT) measured at theoéfidcal year.

Firm’s capital expenditure. It is defined as capitglenditure (CAPX from COMUSTAT)
divided by book value of total assets (AT), measured at tldeoéfiscal yeat.

An industry-level measure of produutrket competition, calculated BHI = N | <,
where§ is the market share of firi's sales within a 3-digit SIC industry at the end of
fiscal year and the summation is performed over all firms initidustry. By construction,
HHI measures the degree of product market concentratioradmaler product market
concentration indicates higher competition and vice versa

State level annual GDP growth rate, obtained fiwrlJ.S. Bureau of Economic Analysis
(BEA) database.

State level annual unemployment ratejnad from the U.S. Bureau of Economic Analysis

(BEA) database.

Indicator variable set equal to ooeffrms that belong to the following industries: Tobacco
Products (5), Pharmaceuticals (13)ithl€are Services (11), Defense (26), Petroleum and

Natural Gas (30), Telecommunications (32) and Transport&#0), where the industry
classifications are based on Fama French 48 industries.

A text-based measure of product market td/sailarity developed by Hoberg et al. (2014).

It is calculated as the dot product between the warsked in a firm’s business description
from 10-K filings and the change in the words used by its rivatse fluidity data is from
Hoberg et al. (2014) and covers a large sample of U.S. pubiissfirom 1997 to 2011.
A higher fluidity reflects a greater product market threatenfrivals.
Indicator variable set equal to one for firms of#egain the following high-tech industries:
drugs (283), office equipment and computers)(I®Mmmunication equipment (366),
electronic components (367), scientific instruments (38®dical instruments (384), and

software (737). The above industry classification is base8-digit SIC codes as defined in

Brown et al. (2009).

Indicator variable set to one for firmd telong to pharmaceutical, medical instrumentation
chemicals, computers, communications, aradriglal industries. The industry classification is
based on 3-digit SIC codes (Hall, Jaffe, and Trajtenber@%2@nd Tian and Wang (2014)).

COMPUSTAT

COMPUSTAT

COMPUSTAT

COMPUSTAT

COMPUSTAT

COMPUSTAT

BEA
BEA
tearet al.

(1999)

Hoberglet a
(2014)

Brown et al.
(2009)

Hal e(2005)

50



Table1
Summary Statistics

Panel A reports summary statistics for gubernatorial elastheld between 1976 and 2013 in 48 U.S. states (New
Hampshire and Vermont are excluded from the sample). Pamep8rts summary statistics for the firm and state
economics characteristics used in the analysis. Panel@tssgummary statistics for R&D intensity in both election
years and nonelection years, where R&D intensity is defiseld&D expenses scaled by book value of total assets.
Panel D reports the annual mean R&D intensity around thdietes; where year 0 indicates the actual gubernatorial
election year. See the Appendix for variable descriptiawell as the variable sources.

Panel A: Election Characteristics

N Mean Median Std. Dev.
Gubernatorial Elections 437
Incumbent Republican (R) 198
Incumbent Democrat (D) 233
Incumbent Other (O) 6
Victory Margin (%) 437 15.65 11.92 13.17
Close Election (%) 99 2.41 2.54 1.41
Term-limited Election 120
Panel B: Firm and State Economics Variables

N Mean Median Std. Dev.
R&D Intensity 90,637 0.0833 0.0320 0.1469
Q 90,637 1.9348 1.1691 2.6592
Cash Flow 90,637 -0.0352 0.0679 0.3723
Ln(Age) 90,637 2.2958 2.3979 0.8393
Ln(Sales) 90,637 4.5355 4.3941 2.2644
Tangibility 90,637 0.2321 0.1865 0.1913
Profitability 90,637 0.0231 0.1017 0.3008
Leverage 90,637 0.2154 0.1581 0.2553
Herfindahl 90,637 0.2531 0.1788 0.2224
GDP Growth (%) 90,637 6.1847 5.8000 3.5363
Unemployment (%) 90,637 6.2797 5.9000 1.9861
Panel C: Mean R&D Intensity in Election Years versus Norcibe Years
Election Years 21,636 0.0850 0.0314 0.1527
Non-election Years 69,001 0.0827 0.0322 0.1451
Difference 0.0023
T-statistics 2.00**
Panel D: Mean R&D Intensity around Election Years
Year -1 0 +1
N 21,675 21,636 22,030
R&D Intensity 0.0826 0.0850 0.0819




Table2
Political Uncertainty and R& D Intensity: Baseline Results

The unit of observation is at firm-year level. The dependantble in all regressions is R&D intensity, defined as the
ratio of R&D expenditure to total assets. Independent teminclude Q, Cash flow, Ln(Age), Ln(Sales), Tangibility,
Profitability, Leverage, Herfindahl, HerfindghBtate GDP growth rate and unemployment rate and and thédtec
year indicator (year 0). See Appendix A for variable desmips as well as the variable sources. Variable of interest
is the election year indicator. We use baseline regressienification and control for firm and year fixed effects.
Standard errors are clustered at the firm level and corrdéotdueteroskedasticity. T-statistics are reported in sgua
brackets below coefficient estimates. Data is for the petfh to 2013. ***, ** * indicate statistical significance at
the 1%, 5%, and 10% level, respectively.

Dependent variable: R&D Intensity

1) 2 3 () 5 (6) ) (8
Election Dummy  0.0038***  0.0041***  0.0047**  0.0043*** 00043*** 0.0036*** 0.0036*** 0.0038***
[6.25] [6.60] [7.48] [8.16] [8.11] [7.53] [7.51] [7.72]
Q 0.0038***  0.0034*** 0.0036*** 0.0035*** 0.0035*** 0.0036**
[7.46] [8.01] [8.22] [8.86] [8.87] [8.91]
Cash Flow -0.1576***  -0.1540***  -0.0462***  -0.0462***  -0.0462***
[-24.53] [-23.81] [-7.48] [-7.48] [-7.48]
Ln(Age) 0.0106*** 0.0023* 0.0024* 0.0033**
[7.88] [1.78] [1.83] [2.50]
Ln(Sales) -0.0068***  0.0026*** 0.0026*** 0.0028***
[-6.80] [2.70] [2.70] [2.88]
Tangibility 0.0839*** 0.0839*** 0.0837***
[12.36] [12.36] [12.34]
Profitability -0.2111%*  -0.2111**  -0.2117***
[-21.30] [-21.30] [-21.32]
Leverage -0.0134**  -0.0134***  -0.0132***
[-3.19] [-3.20] [-3.13]
Herfindahl 0.0066 0.0035
[0.59] [0.31]
Herfindah? -0.0116 -0.0090
[-1.19] [-0.94]
GDP Growth 0.0005***
[4.84]
Unemployment 0.0008***
[3.43]
Constant 0.0905***  0.0823***  0.0748**  0.0700*** 0.0765* 0.0451*** 0.0446*** 0.0336***
[64.80] [561.51] [72.12] [74.24] [22.50] [11.50] [9.98] [64]
N 90,637 90,637 90,637 90,637 90,637 90,637 90,637 90,637
R? 0.000 0.000 0.008 0.250 0.253 0.345 0.346 0.346
Firm FE No Yes Yes Yes Yes Yes Yes Yes
Year FE No Yes Yes Yes Yes Yes Yes Yes
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Table3
Subsample Analysis. Degree of Electoral Uncertainty and R& D Intensity

This table examines whether the degree of electoral unogremplifies the effect of political uncertainty on firm kv
R&D intensity. We useelection closenesandterm limit expirationto proxy for the degree of electoral uncertainty.
Specifically,close elections an indicator variable set equal to one if the victory mardefined as the vote difference
between the first place candidate and the second place eaedis less than 5% and zero otherwierm-limited
electionis an indicator variable set equal to one if the incumbentegoers are not eligible for re-election due to
term limit expiration and zero otherwise. We identify cladections and term-limited elections as high uncertainty
elections. For each indicator, we first perform subsampédyais by splitting the full sample into two subgroups
according to the indicator and then examine the interadt@ween the election year dummy and the indicator. Each
column is based on such a political regime indicator, dehbtethe column heading. The unit of observation is at
firm-year level. The dependent variable in all regressieriR&D intensity, defined as the ratio of R&D expenditure
to total assets. Independent variables include Q, Cash lflopage), Ln(Sales), Tangibility, Profitability, Leverage
Herfindahl, Herfindal| State GDP growth rate and unemployment rate and and thé&dflgear indicator (year 0).
See Appendix A for variable descriptions as well as the tdeisources. Variables of interests are the election year
indicator and the interaction term. We use baseline regmrespecification and control for firm and year fixed effects.
Standard errors are clustered at the firm level and corrdéotdueteroskedasticity. T-statistics are reported in sgua
brackets below coefficient estimates. To save space, weespfhe estimates of firm specific and state economics
control variables. Data is for the period 1976 to 2013. ***, * indicate statistical significance at the 1%, 5%, and
10% level, respectively.

Dependent variable: R&D Intensity

Election Closeness Term Limit

Non-close Election  Close Elections  Interacted  WithounTeimit ~ With Term Limit  Interacted

M @ (©) 4) ®) (6)

Election Dummy 0.0028*** 0.0058*** 0.0029*** 0.0032%** 00056*** 0.0032%**
[4.97] [6.03] [5.14] [6.13] [4.57] [6.16]
Election x Indicator 0.0031** 0.0024*
[2.76] [1.82]
N 84,803 74,835 90,637 85,960 73,678 90,637
R2 0.344 0.342 0.346 0.340 0.347 0.346
Constant Yes Yes Yes Yes Yes Yes
Firm Specific Controls Yes Yes Yes Yes Yes Yes
State Economics Controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
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Table4
Political Uncertainty and R& D Intensity: Political Regime

This table examines whether incumbent governor’s partladitin (i.e., Republican vs. Democrat) affects the patter
of firm level R&D intensity around electionsRegimeis an indicator variable set equal to one if the governor is
a Republican in stat¢ in yeart, and zero otherwise. In column (1), we include a post-edecindicator in our
baseline regression specification to provide a more ddtaéimation of the dynamics of R&D intensity around the
full election cycle. To investigate the cross-sectiondehegeneity in party affiliation, we then split the full salep
into two subgroups based on the regime indicator and per$oitvssample analysis in columns (2) and (3). In column
(4), we further add to the baseline regression interacéoms between regime indicator and election year dummy, and
between regime indicator and post-election year dummyhEatumn is based on such a political regime indicator,
denoted by the column heading. The unit of observation isratyiear level. The dependent variable in all regressions
is R&D intensity, defined as the ratio of R&D expenditure ttat@ssets. Variables of interests are the two interaction
terms,election x regime indicatorand post-electionx regime indicator along with the election year (0) and post-
election year (+1) dummies, with year 0 being the year theaatlection occurred. We use baseline regression
specification and control for firm and year fixed effects. Teesspace, we suppress the estimates of firm specific and
state economics control variables. See Appendix A for Wdgidescriptions as well as the variable sources. Standard
errors are clustered at the firm level and corrected for bekexdasticity. T-statistics are reported in square brtacke
below coefficient estimates. Data is for the period 1976 tb0**, ** * indicate statistical significance at the 1%,
5%, and 10% level, respectively.

Dependent variable: R&D Intensity

Full Sample Republican Regime Democratic Regime Intedacte

1) (2) 3) (4)
Election Dummy (0) 0.0037*** 0.0035*** 0.0036*** 0.0037**
[6.99] [4.22] [5.22] [5.39]
Post-election Dummy (+1) -0.0002 -0.0003 -0.0001 -0.0003
[-0.35] [-0.39] [-0.13] [-0.42]
Electionx Regime Indicator -0.0000
[-0.04]
Post-election Regime Indicator 0.0002
[0.19]
Regime Indicator 0.0018*
[1.82]
N 90,637 47,036 43,601 90,637
R? 0.346 0.347 0.347 0.346
Constant Yes Yes Yes Yes
Firm Specific Controls Yes Yes Yes Yes
State Economics Controls Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Tests for linear combinations of coefficients
Election + Post-election 0.0035*** 0.0032** 0.0035*** 00@5***
t-statistics [4.02] [2.54] [3.02] [2.77]

54



Table5
Industry Characteristics: Politically Sensitive Industries

This table examines the cross-sectional variations otipally sensitive industries on firm level R&D intensity in
election years. Specificallpolitically sensitive industries (PSI& an indicator variable set equal to one if firms fall
into the following industries: Tobacco Products (5), Phaceuticals (13), Health Care Services (11), Defense (26),
Petroleum and Natural Gas (30), Telecommunications (3@)Taansportation (40), as used in Herron et al. (1999)
and Julio and Yook (2012). Fama French 48 industries is uséldesindustry classification. In the first two columns,
we perform subsample analysis by splitting the full samplie iwo subgroups according to the politically sensitive in
dustry indicator and then examine the interactive effeeta/ben the election year dummy and the politically seresitiv
industry indicator in the last column. Each column is basedwuch a subsample, indicated by the column heading.
The unit of observation is at firm-year level. The dependantble in all regressions is R&D intensity, defined as the
ratio of R&D expenditure to total assets. Independent teminclude Q, Cash flow, Ln(Age), Ln(Sales), Tangibility,
Profitability, Leverage, Herfindahl, HerfindghBtate GDP growth rate and unemployment rate and and thédtec
year indicator (year 0). See Appendix A for variable deswips as well as the variable sources. Variables of interest
are the election year dummy and the interaction term. We aseline regression specification and control for firm
and year fixed effects. Standard errors are clustered atrthéefvel and corrected for heteroskedasticity. T-statssti
are reported in square brackets below coefficient estimatesave space, we suppress the estimates of firm specific
and state economics control variables. Data is for the g8y 6 to 2013. ***, ** * indicate statistical significance

at the 1%, 5%, and 10% level, respectively.

Dependent variable: R&D Intensity

Politically Sensitive Industries (PSIs)

Politically Sensitive  Non-sensitive Interacted

(1) (2) 3)
Election Dummy 0.0125%** 0.0020*** 0.0021***
[5.65] [5.36] [5.51]
Electionx PSls 0.0116***
[4.69]
N 12,788 77,849 90,637
R? 0.523 0.261 0.346
Constant Yes Yes Yes
Firm Specific Controls Yes Yes Yes
State Economics Controls Yes Yes Yes
Firm FE Yes Yes Yes
Year FE Yes Yes Yes
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Table 6
Industry Characteristics: Product Market Competition

This table examines whether product market competitionifiegthe effect of political uncertainty on firm level R&D
intensity. We uséderfindahl-Hirschman Index (HHRand product market fluidityo proxy for the degree of product
market competition. Specifically, the industry-level meas HHI, is calculated aslHI = SN | &, where§ is the
market share of firnils sales within a 3-digit SIC industry and the summation iggrened over the total number f
firms in that industry. By construction, HHI measures therde@f product market concentration and a lower product
market concentration indicates higher competition ané viersa. The firm level measure, fluidity, is a text-based
measure of product market threats, which captures firm'dysimilarity from its rivals. The fluidity data is from
Hoberg, Phillips, and Prabhala (2014) and covers a larg@leaof U.S. public firms from 1997 to 2011. A higher
fluidity reflects a greater product market threats from gvadtor each product market competition indicator, we first
perform subsample analysis by splitting the full sample tato subgroups according to the indicator and then examine
the interaction between the election year dummy and theatdi. Each column is based on such a product market
competition indicator, denoted by the column heading. Tiéaf observation is at firm-year level. The dependent
variable is R&D intensity, defined as the ratio of R&D expednck to total assets. Independent variables include Q,
Cash flow, Ln(Age), Ln(Sales), Tangibility, Profitabilityeverage, Herfindahl, HerfindahIState GDP growth rate
and unemployment rate and and the Election year indicatar(9). See Appendix A for variable descriptions and
the variable sources. Variables of interests are the elegtar indicator and the interaction term. We use baseline
regression specification and control for firm and year fixdéeot$. Standard errors are clustered at the firm level and
corrected for heteroskedasticity. T-statistics are riggghin square brackets below coefficient estimates. To g@aes

we suppress the estimates of firm specific and state econoomit®l variables. Sample period is from 1976 to 2013
(1997 to 2011) for the HHI (fluidity) measure. ***, ** * indiate statistical significance at the 1%, 5%, and 10% level,
respectively.

Dependent variable: R&D intensity

Herfindahl-Hirschman Index (HHI) Product Market Fluidity
Low HHI High HHI Interacted High Fluidity Low Fluidity Inteacted
1) (2 (3 4 (5) (6)
Election Dummy 0.0056*** 0.0009** 0.0014*** 0.0087*** 0.018**= 0.0023***
[6.60] [2.08] [3.00] [5.73] [3.49] [3.66]
Election x Indicator 0.0045*** 0.0067***
[4.53] [4.08]
Indicator 0.0063*** -0.0027*
[4.75] [-1.71]
N 44,901 45,736 90,637 18,525 18,525 37,050
R? 0.416 0.247 0.346 0.461 0.232 0.416
Constant Yes Yes Yes Yes Yes Yes
Firm Specific Controls Yes Yes Yes Yes Yes Yes
State Economics Controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
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Table7
Industry Characteristics: Growth Options

This table examines whether growth options exacerbatdemte the positive effect of political uncertainty on firm
level R&D intensity. Following the literature, we use firmpesific Tobin’s Q and whether firms belong to a high-tech
industry to measure firms’ growth opportunities. Specificalobin’s Q represents the ratio of the market value of
assets to the book value of assets. A higher Q indicates higlogith and investment opportunities for the firm,
and vice versaHigh Q is an indicator variable set equal to one for firms with abawdustry median Q each year.
High-tech firms as opposed to non high-tech firms are suppgodwle more growth optionsligh-tech industrys an
indicator variable set equal to one for firms operating inftll®wing seven high-tech industries: drugs (283), office
equipment and computers (357), communication equipméi)(&lectronic components (367), scientific instruments
(382), medical instruments (384), and software (737). Thssification is based on 3-digit SIC codes as defined in
Brown et al. (2009). For each growth options indicator, wst firerform subsample analysis by splitting the full
sample into two subgroups according to either the mediaumsimg Q or the high-tech industry indicator. To facilitate
comparison, we then examine the interaction between tltiateyear dummy and the growth options indicator in
the baseline R&D regression specification. Each columnsgdan such a growth options indicator, denoted by the
column heading. The unit of observation is at firm-year leVéle dependent variable is R&D intensity, defined as the
ratio of R&D expenditure to total assets. Independent teminclude Q, Cash flow, Ln(Age), Ln(Sales), Tangibility,
Profitability, Leverage, Herfindahl, HerfindghBtate GDP growth rate and unemployment rate and and thédtec
year indicator (year 0). See Appendix A for variable desdmips and the variable sources. Variables of interests are
the election year indicator and the interaction term. Wehasline regression specification and control for firm and
year fixed effects. Standard errors are clustered at the &vel And corrected for heteroskedasticity. T-statisties a
reported in square brackets below coefficient estimatesa¥e space, we suppress the estimates of firm specific and
state economics control variables. Data is for the periotb1® 2013. ***, ** * indicate statistical significance at
the 1%, 5%, and 10% level, respectively.

Dependent variable: R&D intensity

Tobin’s Q High-Tech Firms
High Q Low Q Interacted High-Tech Non High-Tech Interacted
1) ) ®3) 4) 5) (6)
Election Dummy 0.0041**  0.0026*** 0.0025*** 0.00721*** 00010*** 0.0008**
[4.96] [4.58] [4.33] [7.15] [2.81] [2.07]
Election x Indicator 0.0021** 0.0069***
[2.07] [6.49]
Indicator 0.0149*** -
[14.58] -
N 45,321 45,316 90,637 39,092 51,545 90,637
R2 0.372 0.288 0.350 0.405 0.220 0.346
Constant Yes Yes Yes Yes Yes Yes
Firm Specific Controls Yes Yes Yes Yes Yes Yes
State Economics Controls Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
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Table8
Industry Characteristics: Hard-to-lnnovate I ndustries

This table examines the cross-sectional variations of-taidnovate industries on firm level R&D intensity in eliect
years. Following the work of Hall, Jaffe, and Trajtenber@@3) and Tian and Wang (2014), we classify firms in
pharmaceuticals, medical instrumentation, chemicalsypeders, communications, and electrical industries ag-har
to-innovate industries. while easy-to-innovate indestrinclude software programming, internet applicationd an
other miscellaneous industries. We therefore dera-to-innovatendicator to one if a firm belongs to one of these
hard-to-innovate industries. To test the hypothesis, vet fierform subsample analysis by splitting the full sample
into two industry subgroups (hard- vs. easy-to-innovatepeding to the hard-to-innovate indicator. To facilitate
comparison, we then add to the baseline R&D regression araition term between the election year dummy and
the hard-to-innovate indicator. Each column is based oh susubsample, indicated by the column heading. The
unit of observation is at firm-year level. The dependentaldd in all regressions is R&D intensity, defined as the
ratio of R&D expenditure to total assets. Independent teminclude Q, Cash flow, Ln(Age), Ln(Sales), Tangibility,
Profitability, Leverage, Herfindahl, HerfindghBtate GDP growth rate and unemployment rate and and thédtec
year indicator (year 0). See Appendix A for variable degirs as well as the variable sources. Variables of interest
are the election year indicator and the interaction term.ugéebaseline regression specification and control for firm
and year fixed effects. Standard errors are clustered atrthéefvel and corrected for heteroskedasticity. T-statssti
are reported in square brackets below coefficient estimd@itesave space, we suppress the estimates of firm specific
and state economics control variables. Data is for the g8y 6 to 2013. ***, ** * indicate statistical significance
at the 1%, 5%, and 10% level, respectively.

Dependent variable: R&D intensity

Hard-to-Innovate Industries

Hard-to-Innovate Easy-to-Innovate Interacted

1) (2) 3)
Election Dummy 0.0077*** 0.0020%** 0.0022***
[5.40] [5.14] [5.29]
Electionx Hard-to-Innovate 0.0067***
[4.26]
N 21,618 69,019 90,637
R? 0.480 0.243 0.346
Constant Yes Yes Yes
Firm Specific Controls Yes Yes Yes
State Economics Controls Yes Yes Yes
Firm FE Yes Yes Yes
Year FE Yes Yes Yes
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Table9
Political Uncertainty and R& D Intensity: Robustness Tests

This table presents robustness tests for the baseline R&Dsity results shown in Tallé 2. The unit of observation is
at firm-year level. The dependent variable in all regressisiR&D intensity, defined as the ratio of R&D expenditure
to total assets. Independent variables include Q, Cash lfliopAge), Ln(Sales), Tangibility, Profitability, Leverage
Herfindahl, Herfindal| State GDP growth rate and unemployment rate and and thé&dElgear indicator (year 0).
See Appendix A for variable descriptions as well as the wdeigources. Variable of interest is the election year
indicator. In Panel A of Tablg]9, we use baseline R&D regmsspecification and control for firm and year fixed
effects. Specifically, in column (1), we cluster standambex by firm and year following Petersen (2009). Column
(2) reports regression results based on the subsample o listed on NYSE, Amex and Nasdaq only (Exchg =
11, 12, 14), while column (3) presents the results based @mvkr-the-counter (OTC) traded firms (Exchg = 13,
19). In columns (4) and (5), we remove observations in thecdat bubble period (i.e., 1999-2000) and financial
crisis period (i.e., 2007-2008) respectively. Column ¢&ledes firms headquartered in California, Massachusetts a
New York and Column (7) excludes firms operating in businessises, electronic equipment and pharmaceutical
products industries, where industry classification is daseFama French 48 industries. In column (8), we present
regression results from a placebo (falsification) test, etedection events are randomly generated every four years
for each state. Standard errors in columns (2) to (9) ardéeried at the firm level and corrected for heteroskedasticity
In Panel B of Tabl€19, we further estimate one-step GMM in filifferences to eliminate firm effects. The GMM
models includes one lag of the dependent variable in coldpar(d two lags of the dependent variable in column (2)
respectively. Aggregate year dummies are included in gllession specifications. T-statistics are based on robust,
firm-clustered standard errors. AR(1) and AR(2) are testfiffst-order and second-order autocorrelation in the first-
differenced residuals, under the null hypothesis of no@nelation. Sargan is a test of the null hypothesis that the
overidentification restrictions (all instruments) areidall-statistics are reported in square brackets belowficieit
estimates. To save space, we suppress the estimates of icificpnd state economics control variables. Data is for
the period 1976 to 2013. *** ** * indicate statistical siditance at the 1%, 5%, and 10% level, respectively.

Panel A: Baseline R&D Regressions

Dependent variable: R&D intensity

@) @ ® ) ®) (6) ) ®)

Election Dummy 0.0038**  0.0033***  0.0051**  0.0032***  0.044** 0.0025*** 0.0016*** 0.0005
[2.16] [6.55] [4.52] [6.34] [8.89] [4.85] [4.09] [0.66]
N 89,570 65,264 25,373 83,909 85,760 58,504 63,400 80,797
R? 0.275 0.362 0.343 0.354 0.329 0.323 0.260 0.355
Constant Yes Yes Yes Yes Yes Yes Yes Yes
Firm Specific Controls Yes Yes Yes Yes Yes Yes Yes Yes
State Economics Controls Yes Yes Yes Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes Yes
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Panel B: Dynamic R&D Regressions

Dependent variable: R&D Intensity

1) 2
Election Dummy 0.0032*** 0.0029***
[6.27] [5.64]
R&D Intensity_1 0.2021*** 0.1984***
[10.70] [9.29]
R&D Intensity_» -0.0145
[-1.25]
N 69,626 61,401
AR(1) (p-value) (0.00) (0.00)
AR(2) (p-value) (0.12) (0.16)
Sargan p-value) (0.00) (0.00)
Year Dummies Yes Yes
Firm Specific Controls Yes Yes
State Economics Controls Yes Yes

60



	Introduction
	Data
	Gubernatorial Elections
	Firm and State Variables

	Empirical Results
	R&D Intensity around Gubernatorial Elections
	Degree of Electoral Uncertainty and R&D Intensity
	Republican vs. Democrat
	Politically Sensitive Industries
	Product Market Competition
	Growth Opportunities
	Hard-to-Innovate Firms
	Robustness Tests

	Conclusion
	References
	Appendix

