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This article studies the contracting problem between an individual investor and a profes-
sional portfolio manager in a continuous-time principal-agent framework. Optimal con-
tracts are obtained in closed form. These contracts are of a symmetric form and suggest
that a portfolio manager should receive a fixed fee, a fraction of the total assets under
management, plus a bonus or a penalty depending upon the portfolio’s excess return rel-
ative to a benchmark portfolio. The appropriate benchmark portfolio is an active index
that contains risky assets where the number of shares invested in each asset can vary
over time, rather than a passive index in which the number of shares invested in each
asset remains constant over time.

Fund managers’ compensation schemes in a delegated portfolio management
setting have been of special interest to both academics and practitioners. Aca-
demic interest stems in part from the rapid growth of managed funds over
the last two decades. Gompers and Metrick (1998) report that by Decem-
ber 1996, mutual funds, pension funds, and other financial intermediaries
held discretional control over more than half of the U.S. equity market. It
is thus of importance to study the impact of institutional trading on asset
prices and to integrate into one model both asset pricing and delegated port-
folio management compensation, as advocated by Brennan (1993), Allen and
Santomero (1997), and Allen (2001). It is also important to understand the
relationship between a manager’s trading strategies and his implicit incen-
tives or career concerns [see, e.g., Brown, Harlow, and Starks (1996), Brown,
Goetzmann, and Park (1997), Chevalier and Ellison (1999), and Chen and
Pennacchi (2000)]. These concerns include internal promotion from a small
to a large fund, higher outside offers, and the flow of money through the
fund under management.' The importance of fund manager compensation is
also underscored by Congressional passage in 1970 of the Amendment to

I am very grateful to Hua He for offering many insightful suggestions and for invaluable guidance. I am also
very grateful to both Domenico Cuoco and the referee for pointing out an error and for offering many insightful
comments and suggestions that have improved the article immensely. Many thanks go to Matt Spiegel, Henry
Cao, Peter DeMarzo, Rob Hansen, Hayne Leland, and Mark Rubinstein for valuable comments and advice,
and to Gary Gorton for his encouragement and patience. I also thank Dong-Hyun Ahn, Navneet Arora, Tony
Ciochetti, Sanjiv Das, Bin Gao, Diego Garcia, Nengjiu Ju, Pete Kyle, Karl Lins, Jim McCarthy, Tom Noe,
Steve Slezak, and Neal Stoughton for their advice. This article is a revised version of Chapter 2 of my
Ph.D. dissertation submitted to the Haas School of Business, University of California at Berkeley. Address
correspondence to Hui Ou-Yang, Fuqua School of Business, Duke University, Durham, NC 27708-0120, or
e-mail: huiou@duke.edu.

For example, Chevalier and Ellison (1999) find that due to mutual fund managers’ career concerns, younger
managers take on lower unsystematic risk and deviate less from typical behavior than their older counterparts.
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the Investment Advisors Act of 1940 (hereafter “the Amendment”), which
limits the types of compensation schemes that may be used by mutual funds,
pension funds, and other publicly registered investment companies. Of partic-
ular interest is the requirement that when performance-based incentive fees
involving a benchmark are used, then they must be symmetric around the
chosen benchmark. Thus if an investment company is allowed to receive a
bonus when its portfolio return is above the return on the benchmark portfo-
lio, then it must also receive a penalty when its portfolio return is below the
return on the benchmark portfolio.?> Although performance-based compensa-
tion schemes have become quite popular in recent years, there is consider-
able debate among academics over whether the symmetric incentive fee now
required by law is in fact economically justified based on modern financial
economics.’

In this article we derive optimal portfolio management contracts in closed
form in a relatively simple economy. Previous analyses of the principal-agent
problem have not attempted to produce an optimal contract from a contract
space that covers the symmetric incentive fees. Moreover, due to the absence
of the stock prices in prior models, benchmark portfolios, such as a “passive
index,” in which the number of shares invested in each asset remains fixed
over time, are not captured in their contract space. As a result, it has not been
possible, using prior models, to examine the fundamental question of whether
the symmetric compensation scheme prescribed by the Amendment for fund
managers is efficient in a general principal-agent framework. Furthermore,
it has not been possible to more thoroughly address issues regarding the
impact of delegated portfolio management on equilibrium asset prices, nor
the impact of fund managers’ career concerns on their trading strategies.

We thus attempt to provide an economic foundation that may be used for
the assessment of the symmetric incentive fees, like those required by the
Amendment, for the study of the impact of managers’ career concerns on
their trading behavior and for the development of asset pricing models in
the presence of delegated portfolio management. To do so, we analyze the
relationship between an individual investor and a professional portfolio man-
ager in a continuous-time principal-agent framework. The investor (principal)
entrusts her funds to and provides a contract for the manager (agent). In our
optimal contract solution, both the principal’s and the agent’s dynamic max-
imization problems are solved simultaneously: the agent’s portfolio choice

Prior to 1970, asymmetric incentive fees were also used. Under this fee structure, the management would
receive a bonus if its portfolio outperformed the benchmark portfolio, and no penalty even if its portfolio
underperformed the benchmark. Notice that the Amendment does not require funds to use any benchmarks.
It only requires that if a fund uses an incentive fee involving a benchmark, the fee must be symmetric around
the benchmark.

For detailed discussion on mutual fund fee structure, see, for example, Starks (1987), Grinblatt and Titman
(1989), Golec (1992), Brown and Goetzman (1995), Das and Sundaram (1998), and Cuoco and Kaniel (2000).
For compensation schemes for hedge fund managers, see, for example, Fung and Hsieh (1997), Goetzmann,
Ingersoll, and Ross (1997), and Ackermann, McEnally, and Ravenscraft (2000).
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depends upon the contract assigned by the principal, and the principal’s con-
tract takes into account the agent’s portfolio choice.

Our optimal contracts are obtained from a large contract space and they are
shown to be of a symmetric form. They suggest that a fund manager should be
paid a fixed fee, a fraction of the total assets under management, plus a bonus
or a penalty depending upon the excess return on the portfolio. We also show
that the appropriate benchmark is an “active index” in which the number of
shares invested in each asset changes over time, rather than the passive index.
For tractability of the model, we assume that the manager’s utility function
is of a negative exponential form. When the investor also has an exponential
utility function, optimal contracts are obtained in closed form using a class of
cost functions. If instead a general utility function for the investor is adopted,
then the investor’s maximization problem becomes analytically intractable in
the presence of a general cost function. To provide insight into our model in
that case, we treat a special case in which the manager’s cost function is a
constant. Optimal contracts are then derived in closed form.

Our model can be interpreted as a standard principal-agent model in which
the agent’s action affects both the drift (i.e., the return) and the diffusion rates
(i.e., the risk) simultaneously, thus representing an extension of the previous
principal-agent literature. Our analyses of the portfolio management prob-
lem show that the manager’s action or his portfolio policy appears in both
the drift and the diffusion terms. Previous continuous-time principal-agent
models such as the well-known Holmstrom and Milgrom (1987), Schittler
and Sung (1993), and Sung (1995) models cannot be applied to the dele-
gated portfolio management problem because they do not allow the agent’s
action to influence both the drift and the diffusion terms simultaneously.®
In Holmstrém and Milgrom and Schittler and Sung, for example, the agent
controls the drift rate alone. And in Sung, the agent controls the drift and
diffusion rates separately, and there are two independent control variables, so
that the diffusion rate is held constant when the agent controls the drift rate,
and vice versa.

The rest of the article is organized as follows. We briefly review the
related theoretical literature on the delegated portfolio problem in the next
section. Section 2 describes the basic setup. Section 3 derives an expres-
sion for the optimal compensation in terms of the agent’s value function. In
Sections 4 and 5, two types of problems are treated and optimal contracts
are obtained. Some concluding remarks regarding the model are offered in
Section 6. Appendix A shows that under a regularity condition, the Bellman
equation is both a necessary and a sufficient condition for a dynamic max-
imization problem. Proofs of Proposition 1, of Theorem 1 and Corollary 1,
and of Proposition 2 and Theorem 2 are presented in appendixes B, C, and
D, respectively.

* Bolton and Harris (1997) and Detemple, Govindaraj, and Loewenstein (2001) extend the Holmstrém-Milgrom
model to include more general output processes.
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. Related Literature

In this section we briefly review the theoretical research on the delegated
portfolio management problem, which falls into three categories and typically
takes contract forms as exogenously given.

The first category tries to address the implications of an appropriate bench-
mark within the symmetric contract form prescribed by the Amendment.
Within a linear and symmetric contract form, Admati and Pfleiderer (1997)
show in a one-period setting that the use of a benchmark portfolio of risky
assets such as an index fund cannot be easily rationalized. Since their objec-
tive is not to study optimal contracts, no alternative benchmarks are offered.
The Admati—Pfleiderer result challenges the common practice where portfo-
lios of risky assets are often adopted as benchmarks for incentive fees and,
as a result, it bears potentially significant policy implications. However, it is
important to examine the issue regarding appropriate benchmarks in a multi-
period relationship as studied in this article, because this enlarges the space
for a benchmark portfolio of risky assets over what is possible in a one-
period model. The larger space includes not only a passive index but also an
active index. Notice that the active index cannot be captured in a one-period
model in which the manager invests only once.’

The second category of delegated portfolio management research compares
the symmetric and asymmetric incentive fee structures. For example, Starks
(1987) analyzes and compares the symmetric and asymmetric contracts and
shows that the symmetric contract dominates the asymmetric one in inducing
the manager to choose the portfolio policy desired by the investor. In a one-
period and three-state risk-sharing model, Das and Sundaram (1998), how-
ever, find little justification for the symmetric contract and develop conditions
under which the asymmetric contract provides a Pareto-dominant outcome.
Stoughton (1993) examines the impact of the linear and quadratic contracts
on both the investor’s welfare and the manager’s effort to acquire informa-
tion. He shows in a limiting case that the quadratic contract may allow the
investor to achieve the first-best result in a moral hazard model.

The third category of research examines the impact of given symmetric and
asymmetric fee structures on the manager’s portfolio policy and asset prices
in an equilibrium setting. For example, on one hand, Grinblatt and Titman
(1989) show that given an option-type asymmetric contract, if the manager
can hedge his compensation, then he would choose investment strategies that
increase the fund’s volatility. On the other hand, Carpenter (2000) shows that
if the manager cannot hedge, then the option compensation may not necessar-
ily lead to greater risk seeking. Assuming that the manager’s compensation

3 Previous analyses of the agency relationship between an investor and a manager have assumed a discrete-time
(often one-period) relationship. See, for example, Bhattacharya and Pfleiderer (1985), Dybvig and Spatt (1986),
Cohen and Starks (1988), Kihlstrom (1988), Allen (1990), Stoughton (1993), Heinkel and Stoughton (1994),
Dow and Gorton (1997), Lynch and Musto (1997), Garcia (2000a), Jiang (2000), Wonder (2000), and Core and
Qian (2001). See also Mamaysky and Spiegel (2001) for a different approach to the issue of mutual funds.
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is based on performance relative to an index, Brennan (1993) examines the
expected stock returns in equilibrium for a one-period mean-variance econ-
omy and finds that the choice of the benchmark portfolio affects the equi-
librium structure of expected returns. Cuoco and Kaniel (2000) analyze the
implications of a compensation scheme that includes both the symmetric and
the asymmetric structures. They find that symmetric performance fees induce
a significant positive effect on the equilibrium prices of stocks included in the
benchmark portfolio, a significant negative effect on their equilibrium Sharpe
ratios, and a marginally positive effect on their equilibrium volatilities. They
also find that asymmetric fees can generate the opposite pricing implications.

. The Basic Setup

Consider a simple economy in which a principal hires an agent to manage
her portfolio. For example, the principal may represent all the investors of
a mutual or pension fund, and the agent then represents the fund company.
The time horizon is taken to be [0, T]. The principal invests W(0) with
the agent at + = 0, and the value of this investment is W(T) at r = T. For
tractability, we assume that the principal cannot withdraw funds from or add
funds to the portfolio. In the case of a pension fund, early withdrawals incur
heavy penalties and new contributions typically take place on certain dates,
such as paydays. In the case of a mutual fund, this assumption holds well for
a one-day contract period because the fund inflows and outflows occur only
at the end of the day. For a longer contract period, this assumption implies
that the fund inflows offset the fund outflows during the contract period or
that there are no net fund flows.

There is one riskless bond and N risky stocks available for the agent
to trade at any time between 0 and 7. Assume that the price %(z) of the
riskless bond follows a deterministic process d%(t) = r2(¢) dt and that the
interest rate r is a constant. Also assume that the price process P;(¢) for each
risky stock that pays no dividends is described by the following geometric
Brownian motion:

dP(1) = P(t)u; di + P(1)o; dB,,

where u; is a constant, o; is the ith row of a constant matrix ¢ in RV*4
with linearly independent rows, and the transpose of B, BT = (B,,..., B,),
d > N, is a standard Brownian motion defined on a complete probability
space (Q, P, ¥). Each w € Q specifies a complete history of the Brownian
motion. We shall write the N stock price processes in a compact form as
dP(t) = diag(P)[m dt + o dB,], where P(t) and u are two (N x 1) vectors

Here we have omitted the potential conflicit between the fund company and the manager hired by the company
to actively manage the fund. We shall use principal (agent) and investor (manager), and fund company and
manager interchangeably.
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and where diag(P) represents an (N x N) matrix with the diagonal terms
being P,(t), Py(t), ..., Py(t), and the off-diagonal terms being zero.

It is well known that the wealth process W (¢) for the portfolio is given by
[see, e.g., Merton (1969, 1971), Ingersoll (1987), and Duffie (1996)]

dw(t) =[rW(t)+ A" (t)h]dt+ A" (t)o dB,, (1)

where h = (u—r1) and where AT(t) = (A,,...,A,) denotes the dollar
amount invested in the risky stocks and is a short-hand notation for a func-
tion of ¢, W(s), and P(s), with s € [0, 7].” The manager decides how much
to invest in bonds and stocks and continuously adjusts his portfolio positions.
The conflict may arise because the investor does not observe the manager’s
portfolio policy vector A(¢).

We here focus upon the incentive conflict between an investor and a man-
ager where there is no asymmetric information about stock returns. Justifica-
tions for the employment of a portfolio manager may include the manager’s
lower transaction costs on stocks, the investor’s desire for a diversified port-
folio, and the investor’s lack of time for active investment. Though the belief
that a manager may possess superior information is an important reason for
his employment, the finding that actively managed mutual funds, on average,
underperform passive index funds may raise questions on the validity of this
belief.® In addition, a manager’s information about a limited number of indi-
vidual stocks will not play a major role if an investor is only interested in
asset allocations among a money market fund, a diversified domestic index
portfolio, and diversified index portfolios of foreign countries.

If the investor observes both the stock price vector P(¢) and the wealth
process W(z) of the portfolio continuously, then she can infer precisely the
manager’s portfolio policy vector A(¢) from the fact that the instantaneous
covariance between W(¢) and P(¢) equals diag(P)oo T A(¢). Since oo is
invertible by assumption, the manager’s policy vector A(¢) is completely
determined.” Hence we must assume that the investor does not observe
the wealth and the stock price processes simultaneously. In practice, investors
do not know a mutual or pension fund’s minute-by-minute value and can only
observe the value of the fund at the end of the day. On the other hand, it
is relatively easier to track down stock prices. Therefore we assume that

7 Technically, an admissible A(f) must be progressively measurable with respect to 7, and must satisfy
EfOT [A(1)* dt < o0, as.

8 The majority of studies now find that actively managed funds, on average, provide lower net returns than
passively managed indexes. See, for example, Lakonishok, Shleifer, and Vishny (1992), Elton et al. (1993),
Gruber (1996), and Carhart (1997). On the other hand, Grinblatt and Titman (1989, 1993) and Wermers (2000)
find that though actively managed mutual funds underperform the market indexes on a net return basis, they
may outperform their benchmarks before expenses are deducted. Asymmetric information may play a more
prominent role in the case of hedge funds. Recent theoretical work by Dybvig, Farnsworth, and Carpenter
(2000), Garcia (2000b), and Sung (2000) may provide insight into the understanding of a delegated portfolio
problem in the presence of asymmetric information about stock returns.

° We are grateful to the referee for this point.
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the investor observes the stock price processes continuously over time and
that she observes the terminal value of the portfolio only.'® Consequently
the contract may depend upon the values of {¢, P(¢)}, t € [0, T] and W(T).
Throughout this article we assume that the agent’s preference over wealth
is described by U, = —Riaexp[—RaWa(T)]. Here a signifies the agent, and
R, and W, (T) denote, respectively, the constant risk aversion coefficient and
the terminal wealth for the agent. The principal’s utility function is mainly
constrained to be negative exponential, but may be of a general form in a
special case.

At time 0, the principal offers the agent a contract S[{z, P(t)}, W(T)], t €
[0, T]. Assume that the contract space S[{¢, P(¢)}, W(T)] is of the following
form:

S[{t, P(l)}, W(T)] = %T —|—/0Ta(t, W(l‘)’ P(t)) dt
+/T,B](t, W (1), P(1))dW (1)
0

+f Balt, W), P(1)) dP(1), @)

where €, is a general function of T, W(T), and P(T), and where a(z, W(t),
P(1)), B,(t, W(t), P(¢)), and B,(t, W(t), P(t)) are unknown coefficients that
may depend upon ¢, W(¢), and P(¢)."' Note that 8, and P denote a row and a
column vector, respectively. This contract space covers not only all twice con-
tinuously differentiable functions of W(T') and P(T), but also path-dependent
functions of P(t) except that «, B, and 3, at time ¢ do not depend upon
the past history of P(¢). The contract space also includes path-dependent
functions of W(t), but we shall exclude from our solution contracts that are
functions of W (). It is clear that this contract form includes a general port-
folio of risky assets as a benchmark. For example, if 3, represents a negative
constant vector, then the benchmark portfolio is a passive index.

S[{¢, P(¢)}, W(T)] is payable only at time T. Therefore the principal’s ter-
minal wealth is W(T) — S[{t, P(#)}, W(T)] and the agent’s terminal wealth
is S[{¢, P(¢)}, W(T)] minus the costs associated with managing the port-
folio. If S[{z, P(¢)}, W(T)] affords the agent at least his reservation util-
ity, —Riaexp(—Ra%O), at time 0, he undertakes the job with the understanding
that he may not quit it at any time between O and 7. Here ¢, denotes the
agent’s certainty equivalent wealth at time 0.

10 Unlike the agent’s effort in a traditional principal-agent problem, the manager’s trading records can be verified
ex post. Alternatively we may simply assume that forcing contracts are not feasible or that the investor’s
contract must induce the manager to choose voluntarily optimal trading strategies.

' The first three terms are adapted from Schiittler and Sung (1993). We thank the referee for suggesting the last
term, which captures the symmetric incentive fee structure allowed by the Amendment.
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We are now in a position to formally state the agent’s and the principal’s
maximization problems. Given the contract S[{z, P(¢)}, W(T)], the agent’s
problem is to maximize his own expected utility over his terminal wealth:

SupE[_Riexp{_lqa[s[{;,jo(t)}, W(T)]_/OTC(I,A(I),W(t))dt}”

{A(1)} a
st. dW(t)=[rW(t)+A"(t)h]dt+ A" (t)o dB,, (3)

where ¢(-) denotes the monetary cost rate incurred by the agent.

The principal’s objective is to choose an S[{¢, P(t)}, W(T)] and an {A(¢)}
vector so as to maximize her expected utility over the terminal wealth subject
to various constraints:

sup E[U,[W(T) = S[{z, P(1)}, W(D]I]
U PO WL {AD)

st. dW(t)=[rW(t)+A"(t)h]dt+ A" (t)o dB,,

s.t. E[—Riexp{—Ra [S[{;, P(1)}, W(T)] _/OT c(t, A(r), W(1)) d;} ”

1
> ———exp(—R, %), )

and subject to the agent’s incentive compatibility constraint that the principal’s
optimal policy {A*(z)} must also solve the agent’s maximization problem.
The inequality represents the agent’s participation constraint. It is binding at
the principal’s optimal solution; otherwise the principal could always lower
S[{¢t, P(2)}, W(T)] while still getting the agent to accept the job. The solutions
to the maximization problems in Equations (3) and (4) shall be referred to as
the second-best solutions. Notice that the two maximization problems are not
independent; the principal’s contract depends upon the agent’s action and the
agent’s action is based upon the principal’s contract. Consequently one must
solve these two problems together to achieve optimal results.

. An Expression for the Optimal Fee Structure

In this section we provide an expression for the optimal or equilibrium fee
structure to be denoted by S(7) in terms of the agent’s value function, S,
and f3,, using the agent’s dynamic maximization problem and his participa-
tion constraint. The optimal fee S(T') represents only the equilibrium amount
that the principal pays to the agent if the agent adopts the principal’s opti-
mal policy. S(7) may or may not implement the principal’s optimal policy.
The optimal contract S[{z, P(¢)}, W(T)], however, must implement the opti-
mal policy. S[{z, P(¢)}, W(T)] and S(T) are equal in equilibrium. It shall be
seen that S(7T) satisfies the agent’s participation constraint and greatly sim-
plifies the principal’s maximization problem.
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We begin with the agent’s maximization problem. Define a value function
process V(t, W, P) = V(t, W(t), P(¢)) for the agent’s problem as'?

V(t,W,P)

1 T T
= sup E,[——exp{—Ra [%T—i—/ a(u, W, P) du—/ c(u, W, A)du
o) R, i ’

+ /T B, (1, W, P)dW () + [T B,(u, W, P) dP(u)] H

1 T
= E;[—R—CXP{—Ra |:%T ~|—/l a(u, W, P)du

a

+ /T By(u, W, PY(rW + A" h) du + fT B,(u, W, P) diag(P)u du

T T
—f c(u,W,A*)du—i—/ B,(u, W, P)A*" o dB,
t t

+ [ "By, W, P) diag(P)(rdBu] H 5)

where {A*(u)} denotes the solution to the maximization problemin V (¢, W, P).
We show in Appendix A that under a regularity condition, satisfying the fol-
lowing Bellman-type equation is both a necessary and a sufficient condition
for A*(t) to be an optimal solution:

0= sup|:—V(t, W,P){Ra[a(t, W,P)+B,(t,W,P)(rW+A"h)

A(r)

+B,(t, W, P)diag(P)u—c(t,W,A)]— %Ri[ﬁl(t, W,P)A" o

+B,(t, W, P)diag(P)c][B,(t,W,P)AT o+ B,(t, W, P) diag(P)o]" }
+V 4V [rW+ATh—R,[B,(t,W,P)AT &

+B,(t, W, P)diag(P)o]o” A} + % VywAl oo’ A+ V] [diag(P)u

—R,B,(t,W,P)diag(P)oo’ A— R, diag(P)o (diag(P)o)" 85 (t, W, P)]

+ %tr[VPP diag(P)o (diag(P)o) |+ Ve diag(P)a-o-TA:| ) (6)

In Equation (6) the subscripts denote the relevant partial derivatives of
V(t, W, P).

2 For notational convenience, we shall write W and P rather than W(¢) and P(z) in a(-), B(-), c(-), V(-), etc.
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Using the agent’s participation constraint, his Bellman equation, Ito’s
lemma, and a transformation, we can arrive at an expression for the equilib-
rium fee, which is presented in the next proposition.

Proposition 1. The equilibrium fee S(T) is given by

VW
— —R AT
(V aBl) a

2

T
S(T) = %0+/ cdt + —

2R,

VT
+ (7” — Ra,82> diag(P)o

—Ria [(‘3‘/ —R,B, ) <V7PT —RuB2> diag(P)O'i| dB

T R T . -
E%O+/ cd;+7“/ B,A” o + B, diag(P)o |> dt
0 0

+/T[BIATO'+32 diag(P)c] dB,, (7)

where €, denotes the agent’s certalnty equivalent wealth at time 0, where
.8| Bi — ﬂ and Bz B, — RPV) and where |- |2 =[[]".

Proof. See Appendix B. |

A subtle point which requires special attention is that the equilibrium fee
S(T) obtained above does not induce the agent to adopt the principal’s opti-
mal policy A*(¢). If this S(7) is offered to the agent, the agent can always
achieve his certainty equivalent wealth €, by choosing A*(¢) and can per-
form better by choosing a policy A(z) as long as c(¢t, W, A) < c(t, W, A*)
a.s. Given the S(T) in Equation (7), it is easy to verify that the agent’s partic-
ipation constraint is satisfied. This constraint thus drops out of the principal’s
maximization problem.

In the Holmstrom-Milgrom (1987) and Schittler-Sung (1993) problems,
the agent’s action A(z) does not appear in the diffusion term, and both S,
and the stock price vector P(t) are absent from the contract form. It can be
shown that the first-order condition (FOC) of the agent’s Bellman equation
with respect to A(z) leads to an explicit expression for 8, in terms of A(¢).
Consequently the agent’s Bellman equation is essentially separated from the
principal’s problem, which can thus be solved independently. The principal’s
problem is then to determine the optimal policy A*(¢). In the Sung model,
the output process is given by dW(t) = Adt + o dB(t), where both A =
A(t,W) and o = o(t, W) are one-dimensional. The agent controls A and
o separately, and the principal observes either the whole W(t) process or
the terminal value W(T) only."”® The use of the FOC with respect to A alone
eliminates 3, and V from the expression for the optimal fee. Since 3, and

13 Since o is one-dimensional, if the principal observes the whole W () process, then she can infer o exactly.
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the stock price vector P(¢) are absent in this model, the optimal fee depends
only upon A and o. In the present portfolio management problem, however,
the FOC of the agent’s Bellman equation is no longer sufficient to provide
an expression for 8, and 8, in terms of A(t). Therefore we must solve for
B, By, and V (¢, W, P) explicitly in order to arrive at an optimal contract
S[{z, P(¢)}, W(T)] that implements A*(¢). In the next two sections we solve
for the optimal contracts for two types of problems.

. An Optimal Contract in Closed Form

The investor’s objective is to solve for an optimal contract that implements
her optimal policy. Given the equilibrium fee in Equation (7) that satisfies the
manager’s participation constraint, our strategy is to solve for A(t), B,, and
B_z so as to maximize the investor’s expected utility. Given A*(7), B_*, and B_Z,
we shall then construct an optimal contract in terms of {¢, P(¢)} and W(T)
from Equation (7). The point is that the optimal contract S[{z, P(¢)}, W(T)]
must not only solve the manager’s dynamic maximization problem, but also
reduce to Equation (7) in equilibrium when A*(t) is indeed the optimal pol-
icy. If there exists a set of solutions, then the resulting contract must be
optimal for our problem.'*

For tractability, we assume that the investor’s utility function is of the
negative exponential form. To solve the investor’s problem, we define her
value function J (¢, W(t), P(¢)) from the S(7) in Equation (7) as

1 T
J(t, W(1), P(1) = sup E,{——exp[—Rp[W(T)—%o—/ cdu
AB1.By Rl’ !

Ra T - T QA5 2
—7/ |B,A" o+ B, diag(P)o|” du
t

_ fT[BlATa'—i—BZ diag(P)or] dBu]— }

The investor’s Bellman equation is then given by

R ] ) i}
0= sBupB {J(t, W, P)|:Rpc+7”(Ra+R,,)|,BIAT<7+[32diag(P)a|2 +J,
A,B1.B2 _

_ _ 1
+ Iy {rW+A"h+R,[B,A" o + B, diag(P)o]o" A} + 5JWWATaaTA
+J; {diag(P)p + R, diag(P)o[B,A” o + B, diag(P)o]"}

+ %tr[JPP diag(P)o (diag(P)o)" |+ Ji, diag(P)oo” A } , (8)

!4 Note that this represents the best possible result that the investor can achieve. Solutions may not always exist
because the solutions for A*(z), B}, and B85, which are determined from the investor’s maximization problem,
may not always satisfy the FOC of the manager’s Bellman equation.
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with the boundary condition that J(T, W, P) = —5- exp(—R,W(T)). With-
out loss of generality, we can ignore the constant term Eo-

We now need a specific cost function to proceed. Assume that the cost
function is given by

1
c(t,A, W) = 5ATk(t)A +yW,

where k denotes an N x N matrix, with elements k;;() being functions of
time 7, and where 7y is a constant. Note that this cost function includes
: >V k;(t)A? as a special case when k(7) is a diagonal matrix with k(1) =
k; and y = 0. This special cost function is widely used in standard moral
hazard problems where A(r) denotes the agent’s effort vector. Though it is
beyond our model, by adopting this tractable cost function we are implicitly
assuming that the more the manager invests in the risky assets, the more
effort he must expend in acquiring information about the risky assets as well
as in monitoring the stock price movements. The manager’s marginal effort
and cost increase with the level of investment in risky assets.”® If k =0, then
we have c¢(t, W) = yW, that is, the costs are proportional to the size of the
fund. This may be interpreted as the manager’s operating costs for managing
the portfolio. A mutual fund typically reports an operating cost of 0.5% of
the total assets under management and charges its investors for this amount
in addition to the management fees.'® In sum, the more the manager invests
in risky assets and the higher the value of the manager’s portfolio, the higher
the cost that he incurs. c(¢, A, W) dr represents the manager’s total costs in
the time interval between ¢ and ¢+ dt. The next theorem summarizes a key
result of the article.

Theorem 1. Given the above cost function (or with the addition of a con-
stant term), the optimal portfolio policy and the optimal contract are given by

A = F(0) [k(r>+ STV } .

R, +R
(1) = (1 - z)e’“ L2 ©)
r r

> In a typical moral hazard problem where the agent influences the drift rate or the mean of an output, if the
agent is given a fixed payment, then he will not exert any costly effort. An incentive contract is to induce the
agent to expend the right effort level. In our delegated portfolio problem, the goal of an incentive contract is to
induce the manager to invest the right amount in the risky assets. If the manager is given a fixed compensation,
then he will invest all the funds in the riskless asset in order to minimize costs, since investing in the riskless
asset requires no effort in information acquisition and other active management activities. The inclusion of a
time-dependent function k;(¢) in the cost function is mainly for generality and implies that the cost for the
manager’s effort associated with managing the portfolio may change over time. We shall show that the form
of our optimal contracts does not depend critically upon the form of k; (7).

! As shown in Proposition 1, the investor reimburses the manager his total costs as part of the manager’s
compensation scheme.
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and

R
St PO} W(D)] = F+ 5 J:R W+ I—Q:R

a P

<[ W) - [ haT @) aro | o

p

respectively, where F denotes a constant.

Proof Overview. The detailed proof is given in Appendix C. In summary,
we can solve for the optimal A, 8 1, and Bz from the investor’s Bellman equa-
tion and its three FOCs. In the absence of the FOC of the manager’s maxi-
mization problem, there are multiple solutions for 3, and f3,, but the optimal
portfolio policy A*(¢) is uniquely determined. Taking the manager’s FOC into
account, we then find the set of solutions for 3, and 8, which guarantees
that the resulting contract implements the investor’s optimal policy. |

Given the above optimal contract S[{¢, P(¢)}, W(T)], the manager adopts
the investor’s optimal portfolio policy A*(¢), and both the manager and the
investor share the risk associated with the stock prices or the Brownian
motion. Given that the manager adopts A*(7) in equilibrium, the next corol-
lary presents the optimal fee S(7') in a different form.

Corollary 1. The optimal fee S(T) can be expressed as
S(T)=F all W(T
D=tz 5r "

a P

R 0% r
)L W) - [ a7 (0)[diag(P)] aP() | (11
() 2= [ a7 e aro | an
where F' denotes a constant. If k(1) =0 or c(t, A, W) = yW(t), then S(T)
can also be adopted as an optimal contract, implementing the investor’s
optimal policy A*(t).

Proof. See Appendix C. |

Remark 1. The optimal contract or fee is of a symmetric form, with the
benchmark being a portfolio of risky assets. f,(t)A*" (¢)[diag(P)]~" in Equa-
tion (10) or A*"(¢)[diag(P)]~! in Equation (11) can be interpreted as the num-
ber of shares invested in the risky assets in the benchmark portfolio. Unlike
a passive index benchmark portfolio in which the number of shares in each
risky asset is typically fixed, our benchmark portfolio invests a time-dependent
and stochastic number of shares in each risky asset. According to the optimal
contract or fee, the investor should pay the manager a fixed fee, a fraction
of the total assets under management, plus a bonus or a penalty depending
upon the excess return between the managed portfolio and the benchmark
portfolio. Our contract not only provides a possible theoretical support for
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the existing regulation that restricts the incentive fee paid to a mutual or pen-
sion fund to be of the symmetric form, but also offers an easily enforceable
benchmark against which the fund’s performance should be measured. Fur-
thermore, adding a constant to the cost function would only add a constant
term to the optimal contract or fee. Everything else would remain intact.

Remark 2. This delegated portfolio management problem can also be inter-
preted as a standard principal-agent problem in which the dW(#) process
denotes the output process for a project and the agent’s action influences
both the drift and the diffusion terms simultaneously. Our model therefore
represents an extension of the Holmstrom—Milgrom (1987) and Schittler—
Sung (1993) models in which the agent controls the drift only. The dP(t)
vector process may be interpreted as additional signals observable to both
the principal and the agent.

Remark 3. The optimal portfolio policy is a deterministic function of time ¢.
As Holmstrom and Milgrom (1987) point out that optimal actions and opti-
mal contracts in a one-period principal-agent relationship are typically very
complicated. Our optimal contract given in Equation (10) is quite simple
and holds regardless of the functional form of k(z). The cost can even be a
path-dependent function of W (#), though the optimal contract must be path
independent. Since the contract depends on the intertemporal stock prices,
observing the stock prices continuously does add value to the principal.

Remark 4. Recall that the equilibrium fee S(7') represents the equilibrium
amount that the investor pays to the manager if the manager adopts the opti-
mal policy A*(¢). Given A*(¢), S(T) is equivalent to the optimal contract
S[{¢t, P(¢)}, W(T)]. S(T) may or may not implement A*(¢). However, when
c(t, A, W) =yW(z), Corollary 1 shows that S(T) also implements A*(7). In
other words, our problem has two equivalent solutions S(7) and S[{t, P(t)},
W(T)]. According to Theorem 1, we can always use a benchmark portfolio
in the manager’s compensation scheme regardless of the cost function.

When the cost function is independent of the portfolio policy vector A(r),
Corollary 1 presents an alternative contract in which the cost function plays
an important role. When the cost is a constant, the optimal contract reduces
to a linear sharing rule. This is, of course, not in violation of the Amendment,
since the rule requires the incentive compensation to be of a symmetric form
only when a benchmark is adopted. When the cost function is proportional
to the size of the fund, the symmetric incentive performance fee provides
efficient risk sharing about the stochastic cost function between the investor
and the manager as well as incentives for the manager to adopt the optimal
portfolio policy A*(¢). Since the manager is risk averse, he has an incentive
to follow the benchmark portfolio A*(¢) given an incentive performance fee.
If the manager adopts A*(7), then it can be shown that the incentive perfor-

R

mance fee or the last term in S(7) is equal to — = fOT W(t)dt plus a
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constant, which allows the manager and investor to share the risk associated
with the path-dependent cost function efficiently.

Since the issue regarding optimal contracts and appropriate benchmarks for
fund managers is of great interest and has not been addressed in a general
principal-agent framework in the literature, we next present another optimal
contract in closed form using more general utility functions for the investor.

. An Additional Optimal Contract in Closed Form

In this section we solve the problem using more general utility functions for
the investor. Equation (7) for the manager’s optimal fee is valid regardless of
the investor’s preferences. When the investor’s preference is of a nonexponen-
tial form, the investor’s dynamic maximization problem becomes analytically
intractable in the presence of a nontrivial cost function. To gain insight into
our model, we next solve a special case in which the manager’s cost function
is a constant and the markets are complete, that is, d = N. The purpose of
this section is to demonstrate with more examples that the optimal contracts
are of the symmetric form and that a portfolio of risky assets can indeed
be adopted as an appropriate benchmark within the framework considered in
this article. It shall be seen that it is still interesting and nontrivial to solve
for robust optimal contracts in the second-best case even with a constant
cost function. We first consider the first-best solutions and then show that
the first-best and the second-best solutions coincide in equilibrium.

5.1 The optimal fee in the first-best case

The first-best solutions arise when the investor can force the manager to
adopt any specific portfolio policy. As a result, the manager’s incentive com-
patibility constraint drops out of the investor’s maximization problem. The
investor’s problem is thus to choose an optimal fee!” subject to only the man-
ager’s participation constraint and to determine the optimal portfolio policies
subject to the budget constraint. The next proposition presents an expression
for the optimal fee.

Proposition 2. The optimal fee S(T) in the first best case is given by

1 1
S(T)=%,+—y'yT+—y"(B,—B, 12
(T) o+2Rayy +Ray(r 0)s (12)

where the constant vector y is defined as y = o~ 'h.
Proof. See Appendix D. |

Remark 1. The S(T) in Equation (12), which depends upon the Brown-
ian motion (B; — B,), cannot be a limiting case'® of an optimal contract

17 The optimal fee is the same as the optimal contract in the first-best situation.

'8 We define the limiting case as the one in which both k(¢) and y go to zero.
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S[{¢t, P(¢)}, W(T)] when c(¢, W, A) is a general function of A(¢) and W(z),
and is thus not a robust contract in the second-best solutions. For example,
when k(7) and y go to zero, the optimal contract in Section 4 does not
reduce to this S(7'), which represents only the optimal fee in the second-
best case. According to Theorem 1 and Corollary 1, when the cost function
goes to zero, the optimal contract reduces to either S[{¢, P(¢)}, W(T)]=F +

R T . . _
e W(T) + e (W(T) — [ £,()A (1) [diag(P)]™ dP(1)] or S(T) =
F'+ % li’R W(T). Our linear contract S(T') generalizes the linear risk-sharing

rule obtained by Wilson (1968), Ross (1973, 1974), Leland (1978), and oth-
ers in a one-period setting. It can be shown that at the optimal solution A*(¢),
both contracts are equivalent to the first-best fee given in Equation (12).

Remark 2. The optimal fee S(7T") in Equation (12) holds for any investor
with a smooth utility function, because the investor’s utility function is not
required for the derivation of Equation (12). In other words, the manager’s
absolute amount of compensation is always the same regardless of the
investor’s preferences. Similar calculations can be performed for a manager
with a general utility function. For example, if U,(-) = log(-), then S(T) is
given by S(T) = €, exp[y’ (B; — By)]. In general, we can conclude that in the
first-best situation and given a manager’s preference, all investors, regardless
of the preferences, pay the same amount to the manager.

We next derive an optimal contract in terms of W(T) and {¢, P(¢)} that
implements the investor’s optimal policy.

5.2 The optimal contract in the second-best case

In the second-best situation where the investor may not force the manager to
choose a specific portfolio policy, a robust optimal contract S[{z, P(¢)}, W(T)]
may not be solved from the investor’s problem alone as in the first-best
solutions. We must take the manager’s dynamic maximization problem into
account.'” The next theorem presents an optimal contract that implements the
investor’s optimal policy and that reduces to the first-best fee in equilibrium.

Theorem 2. When the investor’s utility function is given by U,[W(T) —
S()]=3[W(T)—=S()]’. b < 1, the optimal porifolio policy is given by

*T rt eirT 1 —rT 1 T

a

1 T 1-2b T T, _—1
—y B+ —- t
XeXp[l_by ,+2(1_b)2y y“ytf

1 Specifically, given S[{t, P(t)}, W(T)], the investor’s optimal portfolio policy vector A*(r) must satisfy the
manager’s Bellman equation and its FOC. In addition, it should be verified that the regularity condition given
in Appendix A is satisfied.
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, e—rt e—rT e—rT . 1

1 T 1 T T _—1

—y' yt+—y'B , 13
FRY VIR t“ytf (13)
where W(t) and yT (B, — B,) or the price vector P(t) have a one-to-one
correspondence through Equation (14):

2R

[ (s gy

, 1-2b
B, + 205 yt} (14)

1 1 1
e "W(t) = e”[%‘o——y yT+ y Tyr+ R—y "(B, - Bo)]

X exp[l_b

The optimal contract that implements the policy in Equation (13) is given by

S[{t, P(t)}, W(T)] = F +/T [ne’(T")rA*T(t)l - RLyTO'_l,u:| dt+n,W(T)

+n2|:W(T) / [ne’(T f>A*T(t)—Riy o ']

x [diag(P)]™" dP(t)], (15)

where F denotes a constant and where n,, n,, and n are arbitrary positive
constants, with n=n, +n, < 1.

Proof Overview. The detailed proof is given in Appendix D. Conjecture that

1 = 5 4
3" =BAT (00 + By diag(P)o.

Substituting the above relation into Equation (7) immediately yields

1 1
S(T)= %0"‘5)’ yT+—y (Br — Bo)-

This means that if we can find an optimal contract based on a set of solutions
for B, and f3,, then the second-best contract shall reduce to the first-best one
in equilibrium. Appendix D shows that if

R

a

- — 1
B,=ne'"" and B, = |:—yTa'_1 - ne’(T_’)A*T(t)i|[diag(P)]_l,

then we can arrive at the optimal contract given in Equation (15) by rewriting
the S(T) in Equation (7) in terms of W(T') and {7, P(¢)}. Appendix D then
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shows that the resulting contract implements the investor’s optimal policy
A*(¢) or that given the above S[{z, P(¢)}, W(T)], A*(t) solves the manager’s
dynamic maximization problem. |

Remark 1. This optimal contract is symmetric. According to this contract,
the investor should pay the manager a fixed fee, a stochastic amount involving
the stock prices, a fraction of the total assets under management, plus a
bonus or a penalty depending upon the portfolio’s excess return relative to
a benchmark portfolio. The appropriate benchmark is once again a portfolio
of risky assets rather than a passive index. In this benchmark portfolio, the
number of shares invested in each stock varies with time and the stock price.

Remark 2. 1t is well known [Merton (1969, 1971)] that in the absence of a
manager, an investor with a power utility function invests a constant fraction
of her wealth in the risky stocks. It has been shown here that in the presence
of a manager, the portfolio policies are quite different: the amount invested in
the risky stocks can be more or less than the constant fraction of her wealth
because of the normally distributed (B, — B,) term in Equation (13). Since
in the complete markets there is a one-to-one correspondence between the
Brownian motion B, and the stock prices P(r), A*(¢) can also be expressed
in terms of P(¢).

. Conclusion

This article provides new solutions to the contracting problem between an
individual investor and a professional portfolio manager. Various optimal con-
tracts are obtained in closed form by considering both the manager’s and the
investor’s dynamic maximization problems and their first-order conditions.
Our optimal contracts do employ a benchmark portfolio and are indeed sym-
metric. They suggest that the optimal benchmark is a portfolio of risky assets
in which the number of shares invested in each asset varies over time, rather
than a passive index. While our contribution has extended the understand-
ing of optimal contracts between investors and fund managers and seems
to support a policy of symmetric contracts, to draw more conclusive policy
implications may require extensions of our model to more general settings.
For example, while our model requires the investor to invest all of her wealth
with the manager, new results may emerge when the investor entrusts only
part of her wealth to the manager and invests the rest in an index fund,
which incurs relatively little cost.?® Further implications may also arise when
many investors are allowed to interact with many managers. In addition, new
implications may arise when it is recognized that the mutual or pension fund

2 Bizer and DeMarzo (1999) consider optimal contracts when agents can save, borrow, and default.
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problem involves vertically related principal-agent relations, that is, the rela-
tion between individual investors and the fund company and that between
the fund company and the manager who actively manages the portfolio.?!

Appendix A: Proof of and Verification Result
for the Agent’s Bellman Equation
Since the partial derivatives of the agent’s value function with respect to the stock prices do
not play any role in determining optimal contracts and optimal policies in the present article,
we shall ignore them in this appendix for simplicity of presentation. We first show that A*(r)

must satisfy the Bellman Equation [Equation (6)]. By definition, {A*(u)} solves the following
maximization problem of

V(W) = E,[fRLexp{fRa [gT +/T[a+B| (rW + A" h) + B, diag(P)i — ¢] du

a

+‘/I7V[B1A*TU'+B2 diag(P)r] dBui| H Vi (16)
Multiplying both sides of the above equation by exp{—R,[/'(-) du+ [ (-)dB,]} gives
[exp{—R” |:/Ur[a+[3, (FW + AT h) + B, diag(P) — c] du
+/0[[B|A*TU+B2 diag(P)o] dBu] ”vu, W)
= E,[—Riuexp{—ka [‘ér +f0r[a+ﬂ1(rW + A h) 4 B, diag(P)u — c] dt
+/OT[BIA*TU'+,32 diag(P)] dBI:| H

Since the conditional expectation is a martingale, the drift of the process on the left-hand side
must vanish. Evaluating its drift using Ito’s lemma, we find

0=H(t,W,A") = [—V(z, W){Ra[a—i-ﬁl(rW—i—A*Th) + B, diag(P)p — ]
1
- 5R§|[3,A*TU+B2diag(P)a'|2} + V. +V [rW+ATh
1
—R,[B AT o+ B, diag(P)a]o" A} + EVWW|A*TU|2]. 17)

We now show that under a regularity condition to be specified below, Equation (17) is
equivalent to the agent’s Bellman equation [Equation (6)]:

H(t,W,A*)=supH(t, W,A) > H(t, W, A),

A1)

2! Gervais, Lynch, and Musto (1999) realize that a mutual fund’s manager does not negotiate directly with its
investors, but rather with a board of directors which is paid to monitor the fund’s operation. They develop a
two-period model that finds a positive economic role for this extra layer of relationship.
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where A(t) is an arbitrary policy for the initial wealth W (0). Let W () be the associated wealth
process solving

dW(t) = (rW+A"h)dt + A" odB,.
Suppose there exists a portfolio policy A’(t) such that H(t, W, A’) > H(t, W, A*) =0 for all 7,
we can then define a stochastic process JA as

JN = exp{—Ra [/0 o) du— /0 30) du+f(:B, (AW (u) + B,(-) dP(u):| }V(t, W (1)),

where V (¢, W*'()) is a well-defined value function??> with the boundary condition of V (T,
w4y = —,‘}—aexp(—Ru%,-), and where (-) = (u, WY, P) with the exception that c¢(-) =
c(u, W, A’). We assume that in V (1, W (1)), A'(s) = A*(s), ¥ s > ¢, meaning that the control
A'(s) in the process J' is switched to the optimal control A*(s) immediately after time 7.
At the terminal date T, Jﬁ/ is then given by

= —Ri exp{—Ru |:(“T +/OT o) dr— /{JT () dt-l—/orﬁl(‘)dWA/(t) +8,() dP(t)] }

a

Similarly, a stochastic process J* may be defined for an arbitrary policy A(r), including
A*(1). Let J;' = J(0) for all A(r), implying that this stochastic process J;* starts at the same
point at time 0 and may end at different points at time 7', depending upon the portfolio policy
taken between times 0 and 7. A straightforward application of Ito’s lemma yields

dJ¥ =F [H(t,W,A)dt+a(1,W,A')dB,],

where Ft"/ and o(t, W, A’) are given by

i —espl-n| [[arau= [ craus [ 50w @+ [ p.rarw]|

and
o(t, W, A) =V (1, WA Ta — R, V(t, W) [B, (VAT o + B, () diag(P) o],

respectively. We thus have

T T T

JA :J(0)+f fo H(t,W,A’)dH—/ FY o1, W,A’)dB,>J(o)+f F*o(1,W,A')dB,,
0 0 0

(18)

where we have used the fact that both F,A’ and H(z, W, A") are positive for all ¢.
Since the agent’s utility function is of a negative exponential form, the value function
V(t, W*) or J cannot be positive. Rearranging the above equation, we have

T
< —1(0)—/ FY o (1, W, A')dB,.
0
Following an argument in Duffie (1996, Chapter 9): since —I,’.‘/ is nonnegative, a positive pro-
cess M can be defined by M, = —J(0) ffOtFuA/O'(u, W, A’)dB,. We know that M is a local

221t is continuously differentiable in ¢ and twice continuously differentiable in WA’(Z).
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martingale and that a positive (or a bounded from below) local martingale is a super-martingale.
By taking the expectations of each side of and rearranging the above equation, we obtain

E[J¥] = E[fRiaexp{fRa [%T +f0Ta(-)dtf/OTc(~)dt
+[ B aw g0 ar0] ||| - g0 (19
A similar calculation applies with A(r) = A*(r), yielding
A = J(O)—i—fOT F* o(1, W, A") dB,.

Assuming that E[fOT |[FA o (1, W, A*)|? dt] < oo, we know that E[fOT FYo(t,W,A*)dB,] =0.

[see, e.g., Duffie (1996) and Protter (1990)]. We can then take the expectation of both sides and
have

E[J}] = E[—Ri exp{—Ra[%T-i-/OT a(‘)dt—/OTc(-)dt

a

+[0T[ﬂl(-)de*(r) +B,(-) dP(t)]] ” =J(0), (20)

where (-) = (z, WA", P). Equations (19) and (20) contradict the assumption that {A*(u)} solves
the problem in Equation (16). Hence H (¢, W, A’) cannot be strictly positive for every ¢ € [0, T].
Furthermore, it can be shown that H(z, W, A’) may not be strictly positive at any single f.
Suppose H(t', W, A’) > 0 for time . We can then construct a new policy A”, which selects
A'(1) between ' and '+ dt’ and the optimal policy A*(¢) at any other time. Equation (18) would
still hold for J;, which would lead to E[J;"] > E[J{"], contradicting again the assumption
that A*(¢) is the optimal policy. Therefore we can conclude that 0 = H(¢t, W, A*) > H(t, W, A)
for all #, completing the proof that the Bellman equation is a necessary condition for A*(¢) to
be an optimal policy.

We now show that A*(7), which satisfies the Bellman equation, is indeed an optimal policy.
The proof is essentially the same as discussed above. For an arbitrary policy A(t), the Bellman
equation states that H (¢, W, A) < 0. Similarly we can define a process J* as

i= exp{—Ra [ [ aydu=[ cCrau+ [ 16, (aw* +Bz<->dP(u>] }vo, WD),

with the same boundary condition that V (7, W4) = — Ri exp(—R,%é;) forall A. Again, we assume
that in V(z, W*), A(s) = A*(s) ¥ s > £.23 From the Bellman equation and Ito’s lemma we have

T
JA < J(o)+/ FAo(t, W, A)dB,
0

where the equality holds at A = A*. Here the super-martingale argument does not apply. Instead,
we need to assume that E[ fOT |FAo (1, W, A)|*dt] < co. We can then take the expectations and
arrive at E[J;"] = J(0) > E[J}], proving that A*(r) is an optimal policy.

2 Schittler and Sung (1993) define a different process in which A(s) coincides with A*(s) prior to ¢ and two
controls differ afterwards. In our definition of JA, A(s) differs from A*(s) prior to and including ¢ and is
identical to A*(r) immediately after .
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Appendix B: Proof of Proposition 1
By Ito’s lemma, dV (¢, W, P) is given by
dv(t,W,P) = {V, +Vy (rW+A"h) + EVWWA[ oo’ A+V, diag(P)pu+ V), diag(P)uo” A
1
+ Etr[VPP diag(P)O'(diag(P)O')T]} dt +[VyATo + V] diag(P)o]dB,.
From the Bellman equation [Equation (6)], we have
1
V, 4+ Vy (rW+A"h) + EVWWATmrTA + V] diag(P)u + V., diag(P)oo" A
1
+ Etr[VPP diag(P)o (diag(P)o)"]
= V(. W, P){R,[a(-) = c()+B,()(rW +A"h) + B, (") diag(P)u]
1 r - -
- ERﬁIBI (VA" + B, (") diag(P)o[*} + Vi R,[B, A" o + B, diag(P)a]o" A
+ VR, [B, diag(P)oo” A+ diag(P)o (diag(P)a)" B3],
where |-|> =[-][-]*. Combining the above two equations yields
Av(t, W, P) = [V(t, s P)Ra{a — 4+ B, (rW + ATh) + B, diag(P)u
1
— SRB Ao+ B, diag(P)o || + ViR [B A" 0 + B, ding(P) oo A

+ VIR, [B,diag(P)oo" A+ diag(P)U(diag(P)a)Tﬁzr]:| dt

+[VyAT o + VIdiag(P)o]dB,, (21)
at A = A*.
Following Holmstrém and Milgrom (1987) and Schittler and Sung (1993), we define an €,
process as>*

R,€, = —log[—R,V(t, W, P)].
Using Equation (21) for dV (¢, W, P), we obtain

dv 1 /4dv\* v 1/v,\’
Rdé =——+-—) =——+=(2) AT00" Ads
v "2\v v "2\v

1
= —R,Ja—c+B,(rW+A"h) + B, diag(P)u] dt + §R§|31A70+Bz diag(P)o | dt

v, - o,
- VWR“[BIA’ o + B, diag(P)a)o’ Adt

B VVPTR,, (B, diag(P)oo” A+ diag(P)o (diag(P)o)" By ] dt

% 174 1V, 174 ?
- |:7WATU+ 7P diag(P)o] dB,+ 3 VWATUJF 7’” diag(P)o| dt.

* This definition is merely a mathematical manipulation and has no economic interpretation in the current
model. €, may be any process that starts at €, and ends at €.
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Note that

[a+B,(rW + A" h) + B, diag(P)u] dt
=adt+B,dW(t)+B,dP(t) —[B,A" o + B, diag(P)o] dB,.

We thus have

R,d€, = R,cdt — R [adt+B,dW(t) + B, dP(1)] + R,[B,A" o + B, diag(P)c] dB,

v
+3 Ri |B, AT o + B, diag(P)o|* dt — —WR” [B,A” o + B, diag(P)o]o" Adt

— va R,[B, diag(P)oo" A+ diag(P)o (diag(P)o)" B1] dt

1|V, Vi ? v, v/
+ - ‘;VA 0'+—d1ag(P)o' dt—[VWAT0'+—d1ag(P)0'i|dB

2

1
= R,cdt —R [adt+ B, dW (1) + B, dP(1)] + ERi |8, A" o + B, diag(P)o|* dt
Vi
- —WR [B,AT o + B, diag(P)o]o” Adt

T 2

V
0 L R, diag(P)o[B,A" o + B, diag(P)o ] dt + = ‘ YATo + ‘; diag(P)o

v 174
_ [7WAT0- —R B AT+ L v diag(P)o — R, 3, dlag(P)o':| dB,
1
= R,cdt — R, [adt+B,dW(t)+B,dP(1)] + ER§|BIATU+B2 diag(P)o|* dt

v v
—R, [VWATO‘ + 7” diag(P)O'i| [B,AT o + B, diag(P)o]" dt

2

1|V, vy
3 ‘;V Ao+ L dlag(P)U

[( —R,B, )AT0'+ (‘C —R /32> dlag(P)o']
—-R

Jadt+B,dW(t)+B,dP(t)]

L|/V 4 .
+ 5'(% _Raﬁ]>ATU+ <7P _Ruﬁz) diag(P)o

+

2

dt

Vi , VI
+R,cdt — |:<7 —R,B,; )A 0'+< v RaB2> dlag(P)a']

at A = A*. Integrating between 0 and 7, we get

(Vi r Ve »
V_RHBI Ao+ V_Raﬁz diag(P)o

_R% [(VW RB>AT0'+(var—R“BZ>diag(P)a'i|dB,

2

S(T) =% +/ cdr+— dt

T R T _ _ Y _
z%o-i-fo cdt-i-?“/o |BIAT0'+,32diag(P)o'|2dt+fo [B, A" o+ B,diag(P)o|dB,. |
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Remarks. Note that the value function V (¢, W, P) does not represent the agent’s expected
utility function at 7, which is given by

Vi, W,P) = (sAl<1t[)>)E,[—Riuexp{—RH[S(T)—/OTC(‘)dt]}]

- V(t,W,P)><exp{fR”[/O’oz(~)du+/olﬁl(-)dW(u)+/(;Bz(-)dP(u)f/0’c(-)du]}.

Since V(t, W, P) is not a utility function, it may not be increasing in W(z). Of course, the
expected utility function must be increasing in W(z).

Given an S[{z, P(t)}, W(T)] in Equation (2), the definition of V (¢, W, P) may not be unique.
For instance, if we define an %, process as €, = W(r), S[{t, P(t)}, W(T)] may be expressed in
two equivalent forms:

S[{1,P(1)}, W(T)] = W(T)+/0Ta(t,W,P)dt+/0TB,(t,W,P)dW(t)+/0TB2(t,W,P)dP(t)
- W(O)+/TdW(t)+/Ta(t, W,P)dt-‘r[rﬁl(t,W,P)dW(t)

+fT/32(t,W,P)dP(z).
0

Accordingly, two different value functions can be defined as

1 T T
V,(t, W, P) = sup E, [——exp{—Ra[W(T)+/ a(u, W, P) du—/ (u, W, A) du
) R, : :

+1TB1(M, W,P)a’W(u)—t—/tTBz(u, W, P) dP(u)]}]
and

) . .
V,(t, W, P) = sup E,[——exp{—R"[W(O)-i-[ dW(u)+f a(u, W, P)du
{Aw) R, : '

_/Tc(u, W, A) du+[TBI(u, W,P)dW(Lt)+/TB2(u, ) dP(u)“]
= SRR WO) = WO < V(5. W, P),

where V,(t, W, P) = V,(t, W, P) only at t = 0. But the two value functions correspond to the
same contract S[{¢, P(¢)}, W(T)] and the expected utility function is unique. In addition, the
optimal policy A*(7) remains the same irrespective of the definition of the value function. A
slight extension of Proposition 1 leads to the following corollary.

Corollary B. If the wealth and the stock price processes take more general forms such as®
AW (1) = F(1. W(0), A1) di + g(t, W(1), A(1)) dB, = f(W) di +g(W) dB,

and
dP(t) = f(P)dt+g(P)dB,,

* We assume that f(-) and g(-) satisfy the necessary regularity conditions and that they represent the relevant
vectors or matrices.
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then the expression for the equilibrium fee S(T) is given by

2

dt

T TV v
STy =%t [ edit o | \%g(W)—Raﬁlg(wnvpg(m—&ﬁzg(m

[ [en - rpan) + e~ Ros() ] a,

=gt [ cdit "2 [ 1BigO0)+ Bag(PIF dr+ [ [Bg(W) +Bug(P)IdB,. (22)

The proof for this corollary is exactly the same as for Proposition 1 and is thus omitted. This
representation of S(7') extends those in Holmstrom and Milgrom (1987) and Schittler and Sung
(1993), where g(t, W, A) is independent of A(¢) and where the stock price processes are absent
from the contract space.

Appendix C: Proofs of Theorem 1 and Corollary 1

Proof of Theorem 1. Recall from Section 4 that the investor’s Bellman equation is given by
2
] +J,

_ _ 1
+ Iy {rW+A"h+R,[B,AT 0 + B, diag(P)o]oT A} + EJWWATO'O'TA

R,

5 (R,+R),) B,AT o + B, diag(P)o

0= sup {J(t, W,P)[R,,c-i—
AB1.Bo

+J7 {diag(P)p + R, diag(P)o[B,A” o + B, diag(P)c]"}
+ % tr[J,p diag(P)o (diag(P)a)" ]+ J 1, diag(P)oo” A } , (23)
with boundary condition that J(T, W, P) = 7Rip exp(fR,,W(T)); ]
The FOCs of the investor’s Bellman equation with respect to 3,, 8,, and A(¢) yield
J(t, W, P)(R,+R,)A"o[B,A" o + B, diag(P)o]|” + Jy AT oo’ A+ J} diag(P)ooT A =0,
J(t, W, P)(R,+R,) diag(P)o[B, AT o + B, diag(P)o]" + Jy, diag(P)oo” A
+diag(P)o[diag(P)o]"J, =0,
and
J(t, W, P)R,{c,+ (R, +R,)B,0[B, A" 0 + B, diag(P)o]"} + Jy {h+ 2R, B,o0T A
+ Rl,cr[[;2 diag(P)o "} + Jywoo” A+ Rplél o[diag(P)o]" J, + o[diag(P)a]" Jyp =0,

respectively. Conjecture that J (¢, W(¢), P(¢)) takes the following form:

J(1, W), P(1)) = —Ri exp{=R,[i(OW () + £ () P(1) + £ (D]}

P

with boundary conditions that f,(7T) =1 and f,(T) = f;(T) = 0. Substituting J (¢, W(t), P(t))
into and simplifying the above FOCs, we obtain

—(R,+R,)AT0[B,AT 0 + B, diag(P)a]" + f, (DR, AT 00" A+ R, A o[ f, (1) diag(P)a]" = 0,
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— (R, +R,)diag(P)o[B,A" o + B, diag(P)o]” + f, ()R, diag(P)oo” A
+R, diag(P)o[/2(1) diag(P)o]” =0,
and
—ca—(R,+R,)B,0[B,A" o+ Bydiag(P)o]" + f,(1){h+2R B0 A+R,0[B,diag(P)o]"}
—R,fi()oo" A+ R, B0l f,(1)diag(P)o]" =R, f, (1) o[ f, (1) diag(P)o]" =

In order to arrive at a set of solutions that satisfy these three FOCs as well as the investor’s
Bellman equation, it is necessary that f,(z) = 0. In addition, if

[BA" o + B, diag(P)o]" = ——"—fi{(1o" A, (24)

R+R

then the FOCs with respect to 3 , and Bz are satisfied. Substituting Equation (24) into the FOC
with respect to A, we have

0= —c,+fi(t)h—B,R,fi(Doa" A+ f,()2R,Bo0” A

+ £(OR,0[B, diag(P)o]" — R, f2(1)oo” A
—cu+ [i(DR+R, f(1)Bioc” A+ R, f, (1) o[ B, diag(P)a]” — R, fi(1) oo A
— ey +fi(Dh+R, [{(1)o[BAT o + B, diag(P)a]" =R, fi (oo’ A

SRR (00 e £ A= R (0 A

14

2 Ran T
—Cy +f1([)h_f] (t)RaTR,,UU A.

The optimal policy vector is thus given by
-1
A"(1) —fl(f)[k(t)Jr X f1 (oo’ } h. 25)

Here the A*(¢) vector is uniquely determined, independent of the solutions for B , and Bz.
Substituting J (¢, W(t), P(¢)) into and simplifying the investor’s Bellman equation, we have

0= =[S OKOAO+3 WO+ L1 O D00

+f1(t)[rW(t)+AT(t)h+ R Ij_”R f,(t)AT(t)O'(TTA(t):|

P

—3 ,,fl (VAT (D" A() + £+ [(OW (D). (20)

To eliminate the W (7) terms in the above equation we must have
—y+rh(+£(0) =0, fi(T)=1

We thus obtain that

A= (1=2)er+2

Note that A*(¢) is independent of W (¢), and as a result, a proper choice of f;() will then ensure
the satisfaction of the investor’s Bellman equation.

198



Optimal Contracts in a Portfolio Management Problem

We now discuss the solutions for B, and Bz. For the optimal contract to be both path inde-
pendent and implementable, we arrive at a set of solutions

Bi=f()= (1 - Z>e'(Tir> + Y
r r
and

b=y 04T Oldiaa(P)T

Constructing an optimal contract from Equation (7), we arrive at
T ro_ _
S[{r,P(r)}, W(T)] = constant +/ yW(t)dt—i—/ [B,A* (1) + B, diag(P) o] dB,
0 0
T T ,y y
— constant +/ yW(t)dt-i—/ [(1 - 7>e"T"’+7j|[dW(t)—rW(t)dt]
0 0 r r

+/OT/§2dP(z)EF+ W(T)+/0T/§2dp(z)

Rl’ R, T +T . —1
- F+RE+RP W(T)+Ra+RP [W(T)—/0 £,()AT (1)[diag(P)] dP(t):|,

which is Equation (10) in Theorem 1. In the above derivation we have used the fact that A* ()
and 3,P(t) are deterministic functions of 7 only.

We now verify that given this S[{¢, P(#)}, W(T)], the manager’s Bellman equation and its
FOC are satisfied. The manager’s Bellman equation is given by

0= sup| ~VOIR B, dine(Ph~ 34T (OKAD) - W) - SR,y die(Pho |+

A1)
+ Vi [rW (1) + AT (t)h — R, B, diag(P) oo " A(1)] + %VWWAT(t)a'a'TA(Z)} ,

where we have omitted the V7, V,,, and V}, terms because they do not play any role in the
determination of the manager’s optimal policy A(7).
Conjecture that the manager’s value function is given by

V(t, W) = *Ri exp{=R,[b, (D)W (1) + b, (D]},

which is independent of P(t). Here b,(t) and b,(t) are functions independent of W(r) with
boundary conditions that b, (7)) =1 and b,(T) = 0. Substituting V (¢, W) into and simplifying
the manager’s Bellman equation, we have

B, diag(P)ar|” + b, ()W (1) + b5 (1)

_ 1 1
0= sup| By dise(Pa— 54" (OKOAD) W (1)~ 3R,
A1)
_ 1
+b,()[rW (1) + A" (t)h — R, B, diag(P)oa” A(1)] — ERabf(t)AT(t)o-aTA(t)].
From this equation, it can be shown that

b, (1) = (1 - %>e'<”>+ Y= 1.

-
As long as the manager’s optimal portfolio policy is deterministic, his Bellman equation will be
satisfied with a proper choice of b,(t).
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We next show that the investor’s optimal policy A*(r) satisfies the FOC of the manager’s
Bellman equation. The FOC yields
—K(DA(1) + b, =R, b, (1) o[ B, diag(P)o]” — R b} (1) oo A1)
2

R+R

=—k(A@) + fi(Dh+ fiDyoa” A*(1) = R, fH (oo A(1).

If A(¢) = A*(t), then we have

R,R
*k(I)A(tHfl(t)h*ff(t)R =o' A1) =0.

P

The manager’s FOC is thus satisfied by A*(¢). It can be shown that the regularity condition
given in Appendix A is satisfied.?® Therefore S[{r, P(r)}, W(T)] and A*(r) form an optimal
solution to the problem. ||

Proof of Corollary 1. Given the optimal policy A*(t), we have

AW (1) = r[W (1) — AT (1)1] dt + AT (1)[diag(P)] " dP(7)

AT (1)[diag(P)]" dP () = dW (1) — r[W (1) — AT (1)1] d1.

It can be shown that
[ AOAT Wldiag(PI P (1) = consant + [ (0w (1)~ rW (1))
— constant + (1 - %) W(T)+ %/()T[dw(t) —rW(r)di]
— constant + <1 - %) W(T)+ % /O " AT (1) [diag(P)] ' dP(2).

Substituting the above relation into Equation (10) immediately yields

S(T)=F’+[Rali’Rp +(R iR ) ] (T )—<R VT ) / AT (1)[diag(P)]" dP(1)

)2 wanr- [ a7 aro)|

=F+

e T )+<

a P

R+R

Notice that the optimal fee S(7') may or may not implement the investor’s optimal policy A*(¢).

% Notice that o'(t, W, A*) as defined in Appendix A is given by
a(t,W,A") =R, V(t, W)|:(— - By )A*T(z)(r—ﬁz diag(P)a’}

= —R,V(t, W)[B, A" (t)o + B, diag(P) o]

= Ry HOAT()aV (e, W).
"R, +R,

From the definition of F,A* as given in Appendix A, it can be shown that F,A* x V(t,W) =
—éexp{—R[,[S(T)—fOTc(-)dt]}. Since fi;(t) and A*(z) are both bounded, we can show that
E[f]IF* o(t,W, A2 di] = [T E|FA o(t,W,A*)2di < oo, using the relation [BA*T (o +
B,diag(P)o]” = 7 R+R fi(t)aT A*(t) and the expression for S(T'), which coincides with S[{z, P(r)}, W(T)]
in equilibrium. Here, tﬁe use of Fubini’s theorem is justified because the integrand is positive.
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We now show that when k(#) =0 or ¢(¢, A, W) = yW(t), the above S(T) implements A*().
Given this S(7'), the manager defines a value function as

V(z,W,P)=7RLaE,[exp{fRU[ R, +(L> } (T) - y/ W (u) du

R,+R, \R,+R
(R IiR) /A*T(u)[dlag(‘”)] dp(u)}]

with the boundary condition that V(T, W(T), P(T)) = ,é exp{—R,[( Ra’i”Rp) (Ra +R,,) ]
W(T)}. The manager’s Bellman equation takes the same form as in the proof of
Theorem 1 except that 8, and b,(¢) are now given by

- R, R Y Y
= AT (n)[diag(P)]™; ()= —L—(1-= T+ =,
P (R +R, ) (Dldiag(P)] - b0 = =\ 15 ) Ty
The present form for b, (¢) is chosen so as to eliminate the W (7) terms in the manager’s Bellman
equation as well as to satisfy the boundary condition that b, (T) = T +R + (2 Rotfy )x.
When k(7) =0, the FOC of the manager’s Bellman equation ylelds

h— R‘,O'[B2 diag(P)a]” — R, b, (t)aa” A(t)

R2 Y R R y y
=h ZoaT A (1) — | 21— 2 e T+ IR TA(1).
+(R +R, )ro-o- Q) |:Ra+R,,< r)e +r a|oo A

If A(t) = A*(¢), then we have

R,R y y R,R
_ Y 1= Y \errn Y TA(f) = h— 4P ¢ T A*(£) =0,
pr | (1= 1) Moo o = n- e oo a

which is the same as the FOC of the investor’s Bellman equation. The rest of the proof follows
from that of Theorem 1. ]

Appendix D: Proofs of Proposition 2 and Theorem 2

In this appendix we first solve for the first-best fee and then show that the first-best results can
be implemented using the contract form given in Theorem 2.

Proof of Proposition 2. Since the markets are dynamically complete by assumption, we employ
the martingale representation approach developed by Cox and Huang (1989, 1991), Karatzas,
Lehoczky, and Shreve (1987), and Pliska (1986).%7 In this approach, one solves a dynamic
portfolio problem by separating it into two parts. First, one transforms the dynamic portfolio
problem into a static utility maximization problem and solves the static problem to find the
optimal wealth process. Then one applies the martingale representation theorems to determine
the portfolio policies needed to generate the optimal wealth process.
The investor’s problem in the first-best situation is to

sup E[U,[W(T)—S(T)]] @7

S(T),W(T)

" For martingale representation approach with incomplete markets, see, for example, He and Pearson (1991)
and Karatzas et al. (1991).
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1 1
s.t. E[—R— exp{—R[,S(T)}] > —R—exp(—Ru%’O),

a a

st ES[W(T)e™" ] = E[§(T)W(T)e™"] < W(0),

where both constraints bind at the optimal solutions S(7') and W(T'),2® and where, without loss
of generality, the constant cost function has been omitted. Here, W(T') instead of A(r) appears in
the investor’s maximization problem, because in the martingale representation approach, choos-
ing the optimal terminal wealth W(T') is equivalent to choosing the optimal portfolio policies. @
denotes the equivalent martingale measure or the risk-neutral probability,?® and &(T) = d@/dP
is given by

1
(1) = CXP[—EyTyT —y'(By — Bo):|»
where P is the original measure and where y = o' h.

Assume that the investor’s utility function U, is smooth everywhere with respect to both
W(T) and S(T).° Forming the Lagrangian, we have

sup [ U,W(1) = S(D)] = 3 expl-R,S(T)) = Ay (D) WD)
S(T),W(T) a

where Ag and Ay, denote the Lagrangian multipliers for the constraints with respect to S(7") and
W(T), respectively. The FOCs for this point-wise maximization problem with respect to S(7')
and W(T) are given by

U, [W(T) = S(T)] = Agexp[—R,S(T)] (28)
and
U [W(T) = S(T)] = Ay €(T)e "7, (29)

respectively.3! The optimal fee S(T) in terms of (B, — B,) is an immediate result of the com-
bination of these two FOCs:

Asexp[—R,S(T)] = Aye " E(T). (30)

Equation (28) determines S(7') in terms of W (T') or vice versa. With the aid of Equation (30),
Equation (28) gives W(T') in terms of (B; — B,)), from which the investor’s optimal portfolio
policies are determined. From Equation (30), we have

1 A 1 1
S(T) = ——log| “Ye ' |+ —y'yT + —y" (B, — B
(T) R, Og[/\se ]+2Rayy +R,,y (Br — By)

1 1
=% +—yyT+—y"(B,—B,),
0+2Rayy +Ray(T )

where we have used the manager’s participation constraint to equate the first equation with the
e G 1 A —rT
second one, that is, €, = — - log[%e . ]

For ease of exposition, S(7') and W (T) rather than S*(7') and W*(T') are being used to denote the respective
optimal solutions.

» See Harrison and Kreps (1979) for the former and Cox and Ross (1976) for the latter.
A function is said to be smooth if it is continuous and has a continuous first-order derivative.

Note that W(T') and S(T) are two independent control variables in the first-best solutions. It can be shown
that if U,[W(T)—S(T)] is concave with respect to W(T) — S(T), then it is concave with respect to both
W(T) and S(T). Therefore the FOCs are both necessary and sufficient.
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Proof of Theorem 2. Our objective is to solve for a contract S[{z, P(¢)}, W(T)] that both
implements the investor’s first-best portfolio policies and reduces to the first-best fee S(7).
Consequently the second-best results coincide with the first-best ones.

The first-best fee S(7') is given by

1
S(T) (p +§y yT—l—fy (B —BO) (31)

Since this S(7') satisfies the manager’s participation constraint, the first-best optimal portfolio
policies may be solved from the investor’s maximization problem, namely,

SUPEB[W(T)—S(T)]”] (32)

w(T)

st ES[W(T)e" = E[§(T)W(T)e”"] < W(0),

where b < 1. As in the proof of Proposition 2, the equivalent martingale measure is uniquely rep-
resented by £(7) = d@/dP = exp[— %yTyT —y"(B; — B,)]. According to the Girsanov theorem,
BY = B, +yt is a standard Brownian motion under @ [see, e.g., Karatzas and Shreve (1991)].

Solving for the FOC of the point-wise static maximization problem in Equation (32) yields
the optimal terminal wealth W (T'):

W) =S = e exp| 0757 =" (B~ )] (3)

where A is the Lagrangian multiplier. Using the fact that the discounted optimal wealth process,
W(r)e™, is a martingale under @, that is, W(t)e™" = E{[W(T)e™""], we obtain

1 1 1
TW(t) = E9leTW(T) ] =e T €, — —yyT+ —y"yt+ —y"(B,— B
e "W(t) = Ef[e (M]=e T +Rayy+Rﬂy(, )
1

1 b b - 1 -2b
+/\’HeXp|:71—brT+72(1—b)2ylyT+71—ble'+72(1—b)2ylytj| (34)

or

dle™"W(1)] < + AT b T+ b TyT + ! "B, + -2
e = exp| —rT+——y —
R, 1-bp P T oY Y T 2(1 )zy vt

xy'o~' (hdt+ o dB,)

1, I 1 1 1 1
= W)+ —e T — e € — =——y'yT+—y'yt+—y'B
{kbe Ot e —92 [ R, +Ryy+Ry ”
xy'o~ (hdt+ o dB,). (35)
From Equation (34), we have
b
1-b 2R,

b, ; 1
AT exp[ T _b)zy’yT] =W(0) e’ (6 T yT)

To obtain A*(t), we recall that the dW () process is given by

dW(t) =[rW(t)+A"h]dt+ A" o dB,.
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Applying Ito’s lemma, we obtain that
dle"W(t)]| =e " AT (t)[hdt + o dB,). (36)

The unique decomposition of d[e™"'W ()] and comparison of Equation (35) with Equation (36)

lead to
«T rt eirT =T 1
A (1) =¢ R +|W(0)—e %o—ﬁy yT

a

- —2b _—
X exp| ——y B,+7)2y yt{t xy o

1-b 2(1
1 1
— et w T
e {l—b (t)+Rue
1 o[ 1 1 [ T
_l— é—ﬁy yT+R—y yt+R—yB xylo™, (37)

where the equilibrium W () and y” (B, — B,) have a one-to-one correspondence through Equa-
tion (34). We can also express A*(¢) in terms of the price vector P(t).

We now construct a contract S[{z, P(r)}, W(T)] that implements the above A*(¢). Comparing
the contracts given in Equations (31) and (7), we conjecture that

1 — -
2V =BAT (0 + B, dag(P)os y=0"h. (38)

This is, of course, just one of many solutions. But as long as the final contract implements the
investor’s A*(r), this solution will be a right one. As in the proof of Theorem 1, the optimal
solution for B, (¢) is given in this case by 8, = ne""™", with n being a constant. We then have

B, = [Riyr — ne’(T”)A*T(t)U][diag(P)a]’l = [RLyTU’I - ne’(T”)A*T(t)] [diag(P)]™".
’ (39)

a

Substituting the solutions for 3, and B, into Equation (7), we arrive at
1 T _
St P(1)}, W(T)] = +ﬁy yT—f [ne" T AT (£)h + B, diag(P)p)dt
0
T —
+ f ne’ T[dW (1) — rW (1) dr] + / B,dP(1)
0 0
T -
=F— / [ne" T~ AT (1 h + B, diag(P) ] d1 -+ nW (T)
0
r 1
- / [ne"(T”)A*T(t) - R—yTU"}[diag(P)]" dpP(1)
0 a
—F /T T AT (1 = 3T o ] e+, W(T
—+0[ne . ()—Ryo'/.L:| +n,W(T)

+n2|:W(T) f [ne'<T ’)A*T(t)—R—LyU ][diag(P)]"dP(z):|,

where n, +n, = n. We take n to be less than or equal to 1. Here, i[ne’“"” AT(1) —
Ri y"o~'][diag(P)]~' can be interpreted as the number of shares invested in risky assets in
a benchmark portfolio.

204



Optimal Contracts in a Portfolio Management Problem

We now verify that the above contract S[{z, P(¢)}, W(T)] implements A*(z). Given this
contract, the manager’s Bellman equation is given by

_ 1 - _
0= sgg[—vcm B dine(Phs = 3 ., 1B ing(P)o ™ A ()0~ B cine(P)u
At

. - 1 -
+V,+Vy, [rW + A" (t)h— R, B, diag(P)aa” A(t)]+ iVWWAT(t)mr7 A(t)] ,
where we have omitted the Vp, Vpp, and V, terms because they do not play any role in

determining the manager’s optimal policy.
Conjecture that the manager’s value function is given by

V(t, W) = *Ri exp{—=R,[b, (D)W (1) + b, (D]},

a

with the boundary conditions that b, (T') = n and b,(t) =0, we then have

1 _
0= sup[—ERaLBz diag(P)a|* — ne" T AT (£)h+ b (1) W (1) + b} (1)

A(t)
+b,(1)[rW + AT (t)h — R B, diag(P)oo” A(1)] — %Rablz(t)AT(t)a'o'TA(t)].
From this equation, we obtain b, (1) = ne"" = 3,32 The agent’s FOC is then given by
h—R,0[B,diag(P)o]” —R,b,(H)aa" A(r) = 0.
Using b, (t) = B,, we have
h=R,o[B, A" (t)o + B, diag(P)o]" or Rin =[B, AT (r)o 4B, diag(P)o].
By construction, the investor’s optimal policy A*(¢) satisfies the above manager’s FOC.

We now verify that the manager’s Bellman equation is satisfied as well, which is not trivial
because A*(¢) is a function of P(¢).33 Simplifying the manager’s Bellman equation, we have

1 - - 1
— 5 RlB, diag(P)o [* + b} (1) — by (1)R B, diag(P)oo” A* (1) — ERabf(t)A*’(t)wTA*(t)
1 = . o1 n * QA% /
= 5 R,[|B; diag(P)o | 2, diag(P)o B 0" A" (1) + B, A (1) "] + b5 (1)
1= = 1, o 1 ,
= S RBAT (1) + B, diag(P)o [ +b3(1) = = =y"y + (1) =0,

which is indeed satisfied with a choice of b,(¢) given by b,(t) = ﬁ yTy(t — T). Therefore both
the manager’s Bellman equation and its FOC are satisfied. It can be shown that the regularity
condition given in Appendix A is satisfied.>* ]

32 This solution of b, (¢) eliminates the W () terms from the manager’s Bellman equation.

¥ In Theorem 1, A*(¢) is a deterministic function of ¢, the manager’s Bellman equation is always satisfied with
a proper choice of b, (7).

¥ Using B, A*T (t)o + B, diag(P)o = RiayT, we arrive at o'(t, W, A*) = —yTV(t, W) and FA" x o (1, W, A*) =
yr é exp{R,[S(T)— fOT ¢(-)dt]}. The rest of the proof is straightforward.
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